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**PREFACE**

*Essential Theories of Motivation and Leadership* is the third in a series of books dealing with microlevel organizational behavior theories, spread unevenly over a twenty-five-year period. The predecessors were *Theories of Organizational Behavior* (1980), and *Organizational Behavior: Foundations, Theories, and Analyses* (2002).

All of these books presuppose some prior work in such fields as organizational behavior, management, and the like. Given an introduction of this kind, readers should find little in this book that overlaps with their prior learning. The reason for this is that basic courses typically take a content- or problem-centered approach. In contrast, this book takes a different tack, focusing on the best theories in the field of micro-organizational behavior and the contributions these theories have made to understanding organizations. Dealing with these theories and the research on them requires not only some basic study in the area, but also an introduction to statistics. With this kind of preparation, readers should have no difficulty comprehending the material presented here, even though some of the theories are by their nature quite demanding.

**WHY THEORY?**

There are several advantages to being exposed to a book that focuses on theory, as this does. One is that theories become the nodes for ideas around which knowledge is concentrated. This concentration of knowledge surrounding theories makes for a comprehensive, yet more parsimonious, coverage of the subject matter of a field. Good theories tend to attract research, and consequently much of what we really know about motivation and leadership within organizations is encompassed within the theoretical framework. In short, casting a net that catches only theories, and then only those theories that have been shown by research to be the better ones at the present time, provides an ideal perspective on organizational behavior subject matter.

A second point is that concentrating on theories permits a degree of insight into how organizational science really operates that is not possible otherwise. This is so because the interplay between theory development and research is at the very heart of any scientific discipline. To understand this process one has to approach the subject matter of a field through its theories. This becomes particularly important for a field like organizational behavior, where the ties between professional school education and practice are not as close as they are in medicine, for instance. To bring the educational process and actual practice closer together, there needs to be a reciprocal relationship and thus mutual understanding. Much has been written on how academics need to understand the practitioner perspective better, and I applaud such efforts; but if the relationship is to be truly reciprocal, practitioners also need to understand how knowledge is generated in organizational behavior. This book, with its emphasis on theory, provides a unique window to look inside the science of organizational behavior.

**WHY THESE THEORIES?**

The theories presented in this volume were selected from a larger listing of thirty-eight theories of motivation and leadership originally created to include the most significant theories of the field, if
not necessarily the most valid. This larger listing was developed from existing books devoted to
surveying the organizational behavior theoretical literature. These thirty-eight were reduced to
the nineteen presented here by applying criteria specified in the following manner:

Importance rating. The seventy-one organizational behavior experts who responded to a survey
rated the thirty-eight theories on a 7-point scale (with 7 as the high value) with regard to the theory’s
importance to the field. For the nineteen selected theories, the mean such rating was 4.82, while the
mean rating for the theories not included in this book was 3.80. The criterion applied to ensure
inclusion in this volume was a rating of 5.00 or above; eight theories met this criterion.

Institutionalization. An institution may be defined as a cognitive, normative, or regulative
structure or activity that provides stability and meaning to social behavior. Thus, theories that
have the backing of institutionalization are widely known and endorsed. The distribution of im-
portance ratings for each theory was analyzed to determine whether or not the frequencies in the
upper half of the distribution departed from normal curve expectations, and if so, whether or not
this deviation represented an exaggeration of the frequencies sufficient to produce statistical sig-
nificance. Those theories that achieved significance were said to be institutionalized; all five of
them are included in this book.

Estimated validity. Validity was determined by the author based on an assessment of the re-
search on the theory, both as to its quantity and the support it provided. The “goodness” of the
theoretical statements was considered as well, as were evaluations by other reviewers including
meta-analyses. These summary ratings were made on a 5-point scale (with 5 as the high point).
The mean estimated validity for the nineteen selected theories was 4.05, and for the theories not
included here, it was 2.26. Any theory with a rating of 4 or 5 was automatically selected, and there
were sixteen of these.

Estimated usefulness. Usefulness in practice was also established by the author depending on
the extent to which such applications existed, the extent of the research on these applications, and
the support for practical use provided by this research. Endorsements by practitioners provided in
the literature were considered, too, but no attempt was made to establish the facts regarding the
extent of actual use in practice; the latter were believed to be so subject to faddism as to be
unreliable. Again, the estimated usefulness ratings were made on a 5-point scale (with 5 as the high point). For the nineteen theories included in this volume, the mean such evaluation was 3.32, and for the nineteen theories excluded, it was 1.95. The criterion for inclusion was a rating of 4 or 5, and there were eight of these.

In addition to the criteria for a labeling as “essential” provided from these four sources, certain
theories that consistently met the next highest rating category were included as well. These con-
sistently “almost good enough” theories are judged to be worthy of inclusion, not on the basis of
their performance relative to any single criterion, but because of their total summed scores. They
were not institutionalized, but had an importance rating in the 4.00–4.99 range, an estimated
validity of 3, and an estimated usefulness of 3. There were two such theories.

A point needs to be made regarding the date of origin of these theories. They extend back to
the 1930s and run to the 1980s; yet this is not a history book. Without exception these theories can
be found cited in the current literature, and most of them will be found there many times. Several
reasons exist for this situation. One consideration is that it takes a number of years for a theory to
accumulate enough research to permit an adequate evaluation. Thus, theories of the 1990s and
beyond are almost automatically excluded. Furthermore, during the 1960s and 1970s, a large
number of individuals came to organizational behavior from other disciplines, thus creating new
combinations of knowledge and a particularly fertile ground for theory generation.

Perhaps more important than any other consideration, however, is that organizational behav-
ior theorists tend to keep revising and developing their theories once they get started, and they typically do not stop much before they die. A few of those whose theories are considered in this book have indeed stopped theorizing because they are no longer among us, but most are still at it. This means that many theories of organizational behavior that began decades ago are also very current and continue to dominate the field.

STRUCTURE OF THE BOOK

As noted in the contents, this book is divided into three parts. In Part I are two chapters intended to set the scene for what follows. The objective is to provide the background on scientific method, theory construction and evaluation, measurement considerations, research design, the nature of knowledge in organizational behavior, and other considerations needed to truly understand the theoretical discussions in Parts II and III. Perhaps some readers have a sufficient degree of orientation on such matters so as to be able to skip this introduction and move directly to the theories themselves. Nevertheless, these two chapters contain a considerable amount of material that is new; over 40 percent of the references cite publications dated 2000 or later. I recommend at least a quick skim, and for those who are reasonably new to the field, this should be the needed background to decipher what follows.

Parts II and III take up essential theories of motivation and leadership, respectively. A bit of leadership can be found in Part II and some motivation in Part III, but do not be too concerned about this. The boundaries are somewhat artificial at best. Motivation and leadership have always been closely allied subject matter for organizational behavior, and they appear to be moving closer to each other over time. Frequently, as theories are expanded and developed by their authors, they move from one content area to the other and ultimately come to bridge both fields. There are increasing reasons for incorporating both motivation and leadership in a single book or course of study.

STRUCTURE OF THE CHAPTERS

After the book’s introductory material, the remaining chapters follow a generally consistent format. An outline covering the various headings of the chapter provides a roadmap facilitating progress through the discussion and a guide to finding a way out should the reader get lost en route. The introductory material, including what is labeled “Background,” is intended to place the theory at hand in its context, both intellectual and historical. What are the sources of the theorist’s ideas, and what sort of environment nurtured them? I have tried here to provide for readers something of a biographical understanding of the theorist as a person. Note in this regard that these are all men. There was little by way of diversity of any kind within organizational behavior at the time these theories emerged. It is different now, and I assume that in the future a book such as this will possess a much more diversified cast of characters.

An important feature at the beginning of each chapter is a box (or in a few cases, boxes) that presents the ratings of the theory to be considered and its decade of origin. The ratings are those discussed earlier in this preface—the importance rating, institutionalization if appropriate, estimated validity, and estimated usefulness—each expressed using a set of stars. This information should prove helpful going into the discussion, to guide the reader as to what to expect with each theory.

Following the introductory material for each chapter, the theory is presented in developmental sequence. In a few instances this represents an early comprehensive statement with only a few changes subsequently, but much more frequently the development of the theory extends over
years. Some theories are still in transition at this writing. This theoretical statement is followed by an “Evaluation and Impact” section that considers the appropriate research, usually starting with the research conducted by the theory’s author(s). In many cases these initial investigations by the theorists set the pattern for subsequent studies by others. In analyzing the research I am rarely able to consider all possible studies, but every effort is made to take up the more significant ones. Meta-analyses and evaluative reviews are relied upon heavily in reaching conclusions.

Applications, if there are any and in almost all instances there are, are considered at appropriate points in the presentation. Usually there is less research, and less by way of evaluations by others, where applications are concerned, but I have presented whatever is available in both instances. In my opinion, in an applied field such as organizational behavior, it is as important to evaluate theories in terms of their relevance for practice as to consider their validity.

In the “Conclusions” section of each chapter, I attempt to explain and document how the estimated validity and estimated usefulness ratings were made for that particular theory. Thus, both positive and negative features are noted and then balanced to arrive at the final rating as reflected in the stars awarded in the box at the beginning of each chapter.

The chapter-end references are numerous, providing both a developmental chronology of theoretical statements and a record of significant research. This is partly to document statements made in the text, but it also provides a list of sources to follow up should the reader wish to learn more about a particular theory. The total number of references runs to over a 1,000, with an average of fifty-six per chapter. More than 30 percent of these have been published in 2000 or more recently, supporting the contention that this is a thoroughly up-to-date volume.

NOTE


John B. Miner
Eugene, Oregon
April 2004
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PART I

SCIENTIFIC INTRODUCTION
CHAPTER 1

SCIENCE AND ITS THEORY

Theory and Practice
Science Defined
The Role of Theory in Science
  Theory Defined
  How Theory Works
Assumptions of Science
Rules of Scientific Inquiry
Theory Building
Defining a Good or Strong Theory
Kinds of Theories
  Micro, Macro, and Meso
  Typologies as Theory
  Grounded Theory
Conclusions

What is *organizational behavior*? It is a social science discipline—much like cultural anthropology, economics, political science, psychology, and sociology. This means that it utilizes the scientific method to establish truth and to validate its theories. It is a discipline that historically has had its intellectual home in business schools. It is a new discipline relative to the other social sciences, having its origins in the middle twentieth century. The key points are that it is a science and that it has a history, which, though short, has been quite turbulent.

Although the exact boundaries of the discipline are somewhat fuzzy (see Blood 1994), organizational behavior’s focus is clearly on the world of organizations. The concern is first with the behavior and nature of people within organizations, and second with the behavior and nature of organizations within their environments. The term *organizational behavior* initially made reference only to the behavior and nature of people in organizations. Given the fuzziness of its boundaries, the discipline always had a tendency to stretch beyond that domain, however. By the time it was approaching twenty-five years of age, it clearly had staked a claim to incorporating the behavior and nature of organizations as well. This is historically consistent in that both the study of the behavior and nature of people and the study of the behavior and nature of organizations emerged in the business schools in the same places at the same times. The focus of this volume, however, is on the former (i.e., the behavior and nature of people), with the usual caveat regarding fuzzy boundaries.

In line with its professional school origins, organizational behavior is an applied discipline, concerned with matters of practice and application. Despite this orientation, it has relatively few adherents who actually devote their primary professional efforts to the practice of organizational behavior in business and other organizational settings; rather, most are concentrated in academia—teaching, writing, and conducting research. In my opinion this is unfortunate; the field would be better off not by reducing its academic efforts, but by expanding its practitioner efforts. We will return to this theme in various ways throughout this book.
Several other terms have become intertwined with organizational behavior over the years, although none has achieved quite the same level of acceptance. One is organization theory, which has come to refer almost exclusively to the study of the behavior and nature of organizations in their environments. A second is organizational science, which appears to cover essentially the same ground as organizational behavior and which in many respects I prefer as a designation for our field (see Miner 1984). However, right now organizational behavior has won the day. Finally, there is the term organization studies, which also has a broad connotation extending at least in the recent period beyond the science of organizations to incorporate several different philosophic positions (see Clegg, Hardy, and Nord 1996).

Having explained what organizational behavior is, I need to say something about what it is not. It is not strategic management, a field that has emerged and achieved stature more recently than organizational behavior (see Schendel and Hofer 1979) and that has differentiated itself at the border that previously existed between organizational behavior and economics, borrowing from and overlapping with each. Also, organizational behavior is not economics, although in recent years there has been some confounding of the two fields, and some even foresee a possible future takeover of organizational behavior by economics (e.g., see Pfeffer 1995). However, economics was well established in business schools long before organizational behavior arrived, and organizational behavior was spawned, in large part at the behest of economists, as a separate and distinct discipline. Historically, the two are clearly different entities with very different origins.

Finally, organizational behavior is not philosophy. That, however, is a rather complex story. As a science our field is closely tied to, though separate from, the philosophy of science. In this respect it is like all other sciences, and the relationship can be expected to continue as long as organizational behavior defines itself as a social science. But from the very beginning, philosophy has been threaded into organizational behavior in other respects as well, not always to the benefit of either field. Sometimes, in the hands of certain individuals, organizational behavior and philosophy have become almost indistinguishable from one another. Understanding what is involved here requires a background in the nature of science, scientific theory, scientific research, and in the history of science—in short, in the scientific foundations of the field. It also requires a background in the ways in which philosophy has become threaded into organizational behavior at various points in time. These matters are considered in these introductory chapters of Part I.

The primary focus of this book, however, is on the major theories that have evolved within the broad field of organizational behavior that deal with the motivations of participants at all levels and in all positions, as well as with the leadership process operating within organizations. The goal is to provide an understanding of these theories and thus to determine what they can tell us that might prove useful to people who participate in organizations.

In point of fact, we all participate in various organizations such as schools, companies, and hospitals throughout our lives, and we devote a large percentage of our time to such participation. Most people would like to function more effectively in organizations and to contribute to more effective functioning of the organizations themselves. It seems logical that the more we know about organizations and the way they operate, the better our chances of coping with them adequately and of achieving our own goals within them and for them. Giving us this knowledge is what theories of organizational behavior attempt to do.

As a foundation for understanding these theories, it is important to know what scientific theory is and what it is not, as well as how theory relates to research and how research either supports or fails to support theory. These are the concerns of this Scientific Introduction. The intent is to provide a basic understanding that can be drawn on as specific theories are discussed in the remainder of the book.
THEORY AND PRACTICE

Theory is the cornerstone of any science. It provides the ideas that fuel research and practice. Theories of organizational behavior are as potentially useful when applied to organizations as theories of physics and chemistry are when used in developing new manufacturing technologies and consumer products, or theories of biology are in advancing medical practice. However, the relationship between theory and practice (or application, or usefulness) in organizational behavior is often misunderstood. For many people the term *theory* evokes images of a speculative, ivory-towered world, far removed from reality. Theories do not sound helpful in understanding the practical facts of organizational life. Yet one hears such statements as that of the eminent psychologist Kurt Lewin (1945), who said that “nothing is so practical as a good theory.” And this dictum continues to receive widespread acceptance today (e.g., see Van de Ven 1989).

Confusion on this score is in fact widespread; the subject requires consideration here at the outset because a particular reader’s preconceptions regarding the theory–practice relationship (or the lack thereof) can color that person’s thinking about the entire field. The idea that theory is somehow “ivory tower” while practice is “real world”—and that the two are distinct and separate—permeates much current discussion of business school education and of the role of the organizational behavior discipline (Das 2003; Donaldson 2002).

What, then, is the state of the situation at the interface between academic theory and research and the world of application? What do studies tell us? One of the most comprehensive studies deals with the research knowledge, much of it theory-based, of human resource (HR) managers (Rynes, Brown, and Colbert 2002; Rynes, Colbert, and Brown 2002). This investigation indicated that these managers were not very knowledgeable regarding the research evidence, particularly in the areas of selection and motivation; they were only neutral on the value of research findings for practice; and most read very little in the research literature. Yet those few who were more conversant with the research worked for more financially successful companies. A difficulty appears to be that many HR managers rely almost entirely on the popular press for knowledge input (Mazza and Alvarez 2000), and they often receive wrong information from such sources.

Another study, focused on a specific theory, failed to find evidence of an understanding of this theory among managers, although MBA students were better informed (Priem and Rosenstein 2000). Thus, practicing managers could not go in the directions prescribed because they lacked the knowledge to do so. Although value and motivational differences are involved here (Brooks, Grauer, Thornbury, and Highhouse 2003; Miner 2004), this in itself would not logically account for the academic–managerial gap found; the problem appears to be in not going to appropriate sources of information (Roehling, Cavanaugh, Moynihan, and Boswell 2000).

The data thus seem to indicate a substantial gap between theory and perceived usefulness in practice. Yet there are reasons to believe that this gap can be reduced under appropriate circumstances (Rynes, Bartunek, and Daft 2001). One objective of this volume is to facilitate this process and accordingly to narrow the gap so that practitioners will come away with a greater appreciation of the value that organizational behavior theory can bring to practice. Examples of recent academic–practitioner collaborations on research studies (Ford, Duncan, Bedeian, Ginter, Rousculp, and Adams 2003; Rynes and McNatt 2001) and of increasing concern about linking theory to practice (Cooper and Locke 2000) give reason for optimism in this regard.

In this context, let me return to Lewin’s (1945) dictum. What Lewin meant by a good theory is
one that is validated by adequate research. To be truly useful, a theory must be intimately intertwined with research, and to the extent that it is, it has the potential for moving beyond philosophic speculation to become a sound basis for action. Good theory is thus practical because it advances knowledge in a field, guides research to important questions, and enlightens practice in some manner (Van de Ven 1989).

Some theories are obviously more concerned with application than others. Some, at the time of inception, may fail to meet the test of usefulness, only to find their way to a juncture with practice later on. Some theories are never tested, or they fail the test of research and are not very good theories, at least as far as anyone can tell. In any event, a good theory has the potential for valid applications and thus can prove useful if correctly applied. A theory in an applied field, such as organizational behavior, that is so divorced from application (so ivory tower?) that is has no potential for speaking to practice is very unlikely to be a good theory. This is the viewpoint that guides the analyses and interpretations presented throughout this book.

**SCIENCE DEFINED**

Science is an enterprise by which a particular kind of ordered knowledge is obtained about natural phenomena by means of controlled observations and theoretical interpretations. Ideally, this science, of which organizational behavior is a part, lives up to the following:

1. Definitions are precise.
2. Data-collecting is objective.
3. Findings are replicable.
4. Approach is systematic and cumulative.
5. Purposes are understanding and prediction, plus in the applied arena, control (Berelson and Steiner 1964).

The usually accepted goals of scientific effort are to increase understanding and to facilitate prediction (Dubin 1978). At its best, science will achieve both of these goals. However, there are many instances in which prediction has been accomplished with considerable precision, even though true understanding of the underlying phenomena is minimal; for example, this is characteristic of much of the forecasting that companies do as a basis for planning. Similarly, understanding can be far advanced, even though prediction lags behind. For instance, we know a great deal about the various factors that influence the level of people’s work performance, but we do not know enough about the interaction of these factors in specific instances to predict with high accuracy exactly how well a certain individual will do in a particular position.

In an applied field, such as organizational behavior, the objectives of understanding and prediction are joined by a third objective— influencing or managing the future, and thus achieving control. An economic science that explained business cycles fully and predicted fluctuations precisely would represent a long step toward holding unemployment at a desired level. Similarly, knowledge of the dynamics of organizations and the capacity to predict the occurrence of particular structures and processes would seem to offer the possibility of engineering a situation to maximize organizational effectiveness. To the extent that limited unemployment or increased organizational effectiveness are desired, science then becomes a means to these goals. In fact, much scientific work is undertaken to influence the world around us. To the extent applied science meets such objectives, it achieves a major goal.
THE ROLE OF THEORY IN SCIENCE

Scientific method evolves in ascending levels of abstractions (Brown and Ghiselli 1955). At the most basic level, it portrays and retains experience in symbols. The symbols may be mathematical, but to date in organizational behavior they have been primarily linguistic.

Once converted to symbols, experience may be mentally manipulated, and relationships may be established.

*Description* utilizes symbols to classify, order, and correlate events. It remains at a low level of abstraction and is closely tied to observation and sensory experience. In essence, it is a matter of ordering symbols to make them adequately portray events. The objective is to answer “what” questions.

*Explanation* moves to a higher level of abstraction in that it attempts to establish meanings behind events. It attempts to identify causal, or at least concomitant, relationships so that observed phenomena make some logical sense.

**Theory Defined**

At its maximal point, explanation creates *theory*. Scientific theory is a patterning of logical constructs, or interrelated symbolic concepts, into which the known facts regarding a phenomenon, or theoretical domain, may be fitted. A theory is a generalization, applicable within stated boundaries, that specifies the relationships between factors. Thus, it is an attempt to make sense out of observations that in and of themselves do not contain any inherent and obvious logic (Dubin 1976). The objective is to answer “how,” “when,” and “why” questions.

Because theory is so central to science, a certain amount of repetition related to this topic may be forgiven. Campbell (1990) defines theory as a collection of assertions, both verbal and symbolic, that identifies what variables are important for what reasons, specifies how they are interrelated and why, and identifies the conditions under which they should be related or not. Sutton and Staw (1995) place their emphasis somewhat differently, but with much the same result. For them theory is about the connections among phenomena, a story about why acts, events, structure, and thoughts occur. It emphasizes the nature of causal relationships, identifying what comes first, as well as the timing of events. It is laced with a set of logically interconnected arguments. It can have implications that we have not previously seen and that run counter to our common sense.

**How Theory Works**

Figure 1.1 provides a picture of the components of a theory. A theory is thus a system of constructs and variables with the constructs related to one another by propositions and the variables by hypotheses. The whole is bounded by the assumptions, both implicit and explicit, that the theorist holds with regard to the theory (Bacharach 1989).

Constructs are “terms which, though not observational either directly or indirectly, may be applied or even defined on the basis of the observables” (Kaplan 1964, 55). They are abstractions created to facilitate understanding. Variables are observable, they have multiple values, and they derive from constructs. In essence, they are operationalizations of constructs created to permit testing of hypotheses. In contrast to the abstract constructs, variables are concrete. Propositions are statements of relationships among constructs. Hypotheses are similar statements involving variables. Research attempts to refute or confirm hypotheses, not propositions per se.

All theories occupy a domain within which they should prove effective and outside of which
they should not. These domain-defining, bounding assumptions (see Figure 1.1) are in part a product of the implicit values held by the theorist relative to the theoretical content. These values typically go unstated and if that is the case, they cannot be measured. Spatial boundaries restrict the effective use of the theory to specific units, such as types of organizations or kinds of people. Among these, cultural boundaries are particularly important for theory (Cheng, Sculli, and Chan 2001). Temporal boundaries restrict the effective use of the theory to specific time periods. To the extent that they are explicitly stated, spatial and temporal boundaries can be measured and thus made operational. Taken together they place some limitation on the generalizability of a theory. These boundary-defining factors need not operate only to specify the domain of a theory, however; all may serve in stating propositions and hypotheses as well. For example, time has recently received considerable attention as a variable that may enter into hypotheses (George and Jones 2000; Mitchell and James 2001).

Organizational behavior has often been criticized for utilizing highly ambiguous theoretical constructs whose meaning is not at all clear (e.g., see Sandelands and Drazin 1989). This same ambiguity can extend to boundary definitions and domain statements. In a rather cynical vein, Astley and Zammuto (1992) even argue that this ambiguity is functional for a theorist in that it increases the conceptual appeal of a theory. Conflicting positions do not become readily apparent and the domain of application may appear much greater than the empirical reality. Such purposeful ambiguity creation can cause the constructs and ideas of a theory to be extended into the world of practice to an extent that is not empirically warranted. Not surprisingly, these views immediately met substantial opposition (e.g., see Beyer 1992). The important point, however, is that science does not condone this type of theoretical ambiguity. Precise definitions are needed to make science effective (Locke 2003), and a theory that resorts to ambiguity is to that extent a poor theory.
ASSUMPTIONS OF SCIENCE

Science must make certain assumptions about the world around us. These assumptions might not be factually true, and to the extent they are not, science will have less value. However, to the extent that science operates on these assumptions and produces a degree of valid understanding, prediction, and influence, it appears more worthwhile to utilize the assumptions.

Science assumes, first, that certain natural groupings of phenomena exist, so that classification can occur and generalization within a category is meaningful. For some years, for instance, the field then called business policy, operating from its origins in the case method, assumed that each company is essentially unique. This assumption effectively blocked the development of scientific theory and research in the field. Increasingly, however, the assumption of uniqueness has been disappearing, and generalizations applicable to classes of organizations have emerged (e.g., see Steiner and Miner 1986). As a result, scientific theory and research are burgeoning in the field of strategic management.

Second, science assumes some degree of constancy, stability, or permanence in the world. Science cannot operate in a context of complete random variation; the goal of valid prediction is totally unattainable under such circumstances. Thus, objects and events must retain some degree of similarity from one time to another. In a sense this is an extension of the first assumption, but now over time rather than across units (see McKelvey 1997 for a discussion of these premises). For instance, if organizational structures, once introduced, did not retain some stability, any scientific prediction of their impact on organizational performance would be impossible. Fortunately, they do have some constancy, but not always as much as might be desired.

Third, science assumes that events are determined and that causes exist. This is the essence of explanation and theorizing. It may not be possible to prove a specific causation with absolute certainty, but evidence can be adduced to support certain causal explanations and reject others. In any event, if one does not assume some kind of causation, there is little point in scientific investigation; the assumption of determinism is what sparks scientific effort. If, for instance, one assumes that organizational role prescriptions do not influence individual performance, then the whole area of organizational design moves outside the realm of scientific inquiry. Organizational behavior must assume some kind of causal impact of the organization on its members. It then becomes the task of science to determine the nature of this impact.

Finally, because science is firmly rooted in observation and experience, it is necessary to assume some degree of trustworthiness for the human processes of perceiving, remembering, and reasoning. This trustworthiness is always relative, but it must exist to some degree. The rules under which science operates are intended to increase the degree of reliability with which scientific observation and recording operate. The purpose is to achieve an objective, rational, replicable result that will be convincing to those who are knowledgeable in the area of study.

RULES OF SCIENTIFIC INQUIRY

First, if the findings of research are to be replicated, and the generalizations from research are to be valid, concepts must be clearly defined in terms of the procedures used to measure them. This has been a problem in the field of organizational behavior. On occasion theoretical concepts are stated in such an ambiguous manner, and the conditions for their measurement are left so uncertain, that the researcher is hard put to devise an adequate test of a theory.

Second, scientific observation must be controlled so that causation may be attributed correctly. The objective is to be certain that an outcome is in fact produced by what is believed to
produce it and not by something else. Control of this kind is achieved through the use of various experimental designs, or through measurement and statistical adjustment as discussed in Chapter 2. In the complex world of organizational functioning, establishing controls sufficient to pin down causation often has proved to be difficult.

Third, because science is concerned with generalization to contexts that extend far beyond a given experiment, it is essential that research utilize samples that are adequate in both size and conditions of their selection. One must have confidence that the results obtained are generalizable and can be put to use outside the research situation. The field of statistics becomes important for organizational behavior because of its potential for determining how much confidence can be placed in a particular research outcome.

Fourth, and this bears repeating, science requires that its propositions, hypotheses, and theories be stated in terms that can be tested empirically. This is where philosophy and science part company. Unfortunately, organizational behavior has not always clearly separated scientific from philosophic statements. The result has been considerable confusion, and on occasion effort has been wasted on attempts to test theories that are not really testable as stated. Bacharach (1989) provides a good discussion of this falsifiability requirement.

THEORY BUILDING

A distinction is often made between deductive and inductive theory. In building a theory by deduction, one first establishes a set of premises. Then certain logical consequences of these premises are deduced, and subsidiary concepts are established. The starting point is rational thought, and logical consistency is a major concern in development of the theory. Often such theories are stated in mathematical terms.

Inductive theory, in contrast, builds up from observation, often from research, rather than down from a set of premises. Essentially, one puts together a theory that best seems to explain what is known in a given area at the present time. Then new tests of this theory, or of hypotheses derived from it, are carried out just as they would be if the theory were developed deductively.

Gottfredson (1983) points to three ways in which inductive theory may be developed from research findings. First, one may immerse oneself in the data generated by past research, but with a healthy skepticism regarding any interpretations by others found with these data. Second, one may pick one or more specific patterns of results to explain, thus narrowing the theory building task to a more limited domain than general theory. Finally, one may try to resolve inconsistencies, anomalies, puzzling results, and incompatible points of view in the literature and in the data reported there.

A major pitfall in the use of the inductive approach in theory building is that the research from which the theory is induced may tend to become confused with an adequate test of the theory. Thus, the same research is used twice for two different purposes, and a self-fulfilling prophecy results. In the case of truly deductive theories, this is not possible. When theories are developed inductively, it is crucial that they be tested on a new sample in a manner that is entirely independent of the pre-theory research. If one goes back to the prior sample or to data used in developing the theory, anything unique and ungeneralizable (attributable to chance fluctuation) in that particular situation is very likely to be confirmed. As a result, a theory that is erroneous—insofar as generalization and practical usefulness are concerned—may well be accepted.

It is actually more useful to think of theories as falling at points along a deductive–inductive continuum than as falling into distinct categories. Probably no theory is completely devoid of some inductive input. On the other hand, there are instances arising from entirely inductive pro-
cesses. Such instances are often referred to as *dust-bowl empiricism*, implying that no theory is involved at all. However, the result may look very much like a theory.

An example of dust-bowl empiricism would be a study in which a great many measures, say several hundred, are obtained on a sample of organizations. These data are then put into a computer, and closely related measures are identified through the use of correlation techniques, factor analysis, or some similar procedure. What emerges is a set of hypothesized relationships among variables—a set of statements very much like an inductively derived theory. This “theory” is then tested on a new sample of organizations, using the appropriate measures to make sure that it does not incorporate relationships that represent mere chance fluctuations associated with the particular sample from which the theory was induced.

Any theory, irrespective of the method of construction and the extent of research confirmation, should always be treated as provisional in nature. Theories are constructed to be modified or replaced as new knowledge is developed; this is the way science advances. Furthermore, modification on the basis of research tends to be inductive rather than deductive. Findings emerge that do not quite fit the existing theory. Accordingly, the theory is changed so that these new data can be explained, and a test is then made of the revised theory. As a result of this kind of theoretical tinkering, even predominantly deductive theories may take on a strong inductive element over time; if they do not, they may well be replaced.

**DEFINING A GOOD OR STRONG THEORY**

In order to evaluate theories, science needs some criteria for deciding whether a theory is good or not so good. It is evident from what has been said already that some explanatory statements may not meet the requirements of scientific theory at all, and that what was good theory at one time may become not-so-good theory some years later.

First, theories should contribute to the goals of science. They should aid understanding, permit prediction, and facilitate influence. The more they do these things, the better they are. A theory that is comprehensive in its coverage of the phenomena that it explains is preferable to one that is limited in scope. However, broad scope alone is not enough. Many so-called grand theories attempt too much and fail simply because they do not really explain the wide range of phenomena they attempt to consider.

Second, there should be a clear delineation of the domain of the theory, as indicated in Figure 1.1. The boundaries of application should be specified so that the theory is not utilized in situations for which it was never intended and is therefore useless. Definition of the coverage of a theory often has been neglected in the social sciences generally (Dubin 1978), and the field of organizational behavior is no exception.

Third, theory should direct research efforts to important matters. The number of research studies that could be done in the world is almost infinite. Yet most of these studies, even if the time and effort to carry them out were available, would not yield significant results in a statistical sense, and many of those that did would be trivial in terms of their usefulness. Good theory helps us focus research efforts on salient variables, identify important relationships, and come up with truly *significant* findings in every sense of the word. Basically, then, good theory protects the researcher from wasting time.

Fourth, theories at their best yield a kind of added value to research efforts. If several key hypotheses derived from a theory are confirmed by research, then the whole body of the theory becomes available for use. Thus theory-based research has the potential for yielding not just a few isolated facts but powerful explanation and prediction across the whole domain of the theory.
This aspect of good theory is one of its most practical consequences. Unfortunately, many theories do not have this cumulative character.

Fifth, theories should be readily testable. It should be clear exactly what must be done to either confirm or disconfirm them. On occasion, experimenters will carry out studies that they believe to be adequate tests of a theory only to have the theorist say, “That is not what I meant.” When a theory is well formulated, this situation should rarely arise. Ideally, the theorist will identify the variables of the theory in operational terms.

Sixth, good theory is not only confirmed by research derived from it, but is also logically consistent within itself and with other known facts. In the case of complex theories, it is entirely possible to develop propositions that would predict diametrically opposed outcomes in the same situation. This is particularly likely to happen when the theorist comes at the same subject matter from different directions, using different concepts and assumptions. Such internal, logical inconsistencies must be ironed out if the theory is to be of much use. Furthermore, theories do not exist in a vacuum; they are part of the total body of scientific knowledge. At any given time it may not be entirely clear how a particular theory fits into the larger scientific configuration, but a theory that from the outset quite obviously does not fit at all is to that degree deficient. Theories should build on what is known and fit consistently into the entire network of existing knowledge (Hartman 1988).

Seventh, the best theory is the one that is simplest in statement. If a given set of phenomena can be explained parsimoniously with a few variables, that theory should be preferred over one that achieves the same level of explanation with a much more complex set of variables and relationships. Science does not value complexity in its own right; there is enough of that all around us in nature. Highly complex and involved theories are often very difficult to put into practice. Thus, the ultimate objective must be to replace them with simpler explanations. Unfortunately, the process of inductive theory modification often demands that new constructs and variables be added continually as unanticipated findings emerge and need to be explained. Under such circumstances a theory may fall of its own weight, for it is just too cumbersome to be useful.

Theories that consistently fail to attain these criteria (and thus ultimately emerge as bad) can have negative consequences for science (Webster and Starbuck 1988). They can well sustain themselves for a considerable period of time and lead science in wrong directions. They can also produce confusion and conflict that block scientific progress. All this argues for immediate testing of new theories so that their status can be established quickly. Without this, the risk of impediment to scientific advance is substantial.

Writing in the *Harvard Business Review* under the title “Why Hard-Nosed Executives Should Care About Management Theory,” Christensen and Raynor (2003) note that good theories are valuable in part because they help make predictions; because reliable data are available only from the past, using strong theories of causality is the only way a manager can peer into the future with confidence. In addition, sound theories help to interpret the present and thus to understand what is happening, and why. Good theories make it possible to differentiate the signals that portend significant changes in the future from the noise that means nothing.

At a very high level of abstraction, the ultimate goal of science, and its theory as well, is to discover truth. This involves a firm belief that there is a reality out there external to the observer within which this truth exists. The quest to know this truth based in reality is plagued with uncertainty. Science seeks truth with the full recognition that it never can be known with absolute certainty—only approximations to certainty are possible. This view has been categorized as “scientific realism” or “organizational realism” (McKelvey 1997). Such a view reflects the predominant position in organizational behavior at the present time.

However, a minority position also exists. Such a position emphasizes the socially constructed
nature of organizational phenomena and espouses a subjectivity that seems to deny the existence of outside reality altogether (see Weiss 2000 for an extended discussion of this view). Accordingly, truth takes a backseat to novelty, provocativeness, and uniqueness. In this view the goal of theory construction and the basis for theory evaluation is not truth, but uniqueness (Mone and McKinley 1993). These are not the values of science, but they do reflect a current philosophic position. We will return to so-called “contra” views of this kind in Chapter 2, but for now it is sufficient to indicate that the fact that a theory is socially constructed does not make it incompatible with truth and objectivity and thus with the goals and methods of science (Meckler and Baillie 2003).

KINDS OF THEORIES

Theories can be good or bad, or more frequently somewhere in-between; they can seek truth or some other goal. Many additional ways to classify theories exist as well. Although the labels that result often are self-evident, several approaches require more discussion.

Micro, Macro, and Meso

Micro theory in organizational behavior deals with the behaviors and nature of individuals and small groups in organizations. It has been strongly influenced by psychology, and many of its theorists were originally trained in that field. A good understanding of the micro approach can be had from a reading of Staw (1991). Motivation and leadership are essentially micro subjects, although theories in both areas may contain variables that extend beyond that designation.

Macro theory focuses on the behavior and nature of organizations, not of individuals and groups. Parts of the organization may be of concern as well, and so may the environment surrounding the organization. Sociology has played a role in the development of macro theory very similar to that played by psychology in micro theory. In a companion piece to the Staw (1991) article, Pfeffer (1991) offers a good example of how macro theorizing works.

This distinction between micro and macro levels has been part of the organizational behavior field since its early years (for a recent example of this distinction, see Wright and Boswell 2002). A more recent arrival, at least in terms of terminology, is meso theory. House, Rousseau, and Thomas-Hunt (1995) define the meso approach as concerning the simultaneous study of at least two levels where one level deals with individual or group processes or variables, one level deals with organizational processes or variables, and bridging or linking propositions are set forth to relate the two levels. An example of meso theorizing is presented in a book by Tosi (1992).

Tosi’s (1992) book contains a number of theoretical propositions that can be used to illustrate the macro-micro-meso distinctions:

The relevant environment of an organization is defined as external organizations or institutions which have direct effects on decisions and processes in the focal organization (29)—macro.

The degree of volatility of the environmental sectors affects the structure of subsystem relationships in organizations (34)—macro.

When individual personality manifests itself it usually does so with respect to interactions with others or toward the organization, not in terms of work patterns or levels of performance (82)—micro.
A particular leader action is interpreted and attributions are made in the situational context. Different situations may result in different attributions about the same acts. It is the nature of the attribution, not the behavior itself, which is related to effectiveness (196)—micro.

The dominant form of conflict in organic organizations is rivalry. The bases for the rivalry will be

1. competition for resources for projects in process and/or
2. status-based competition between specialists from different disciplines.

There will be moderate to low levels of vertical conflict in organic organizations (110)—meso.

Power striving predispositions will lead to power striving and political behavior when organizations are loosely coupled (128)—meso.

**Typologies as Theory**

A number of theories set forth various categories of organizations, environments, people, or groups, usually in the range of two to five. These formulations may deal with ideal types—sets of intellectual, hypothetical constructs created purely to study variety and change, which are not necessarily found in their complete form in the real world at all (Lammers 1988). At the other extreme are formulations that utilize only empirically derived clusters, based on real world data, which are created using the techniques of dust-bowl empiricism (Ketchen and Shook 1996). There are variants between these two as well.

The terms *typology* and *taxonomy* may be applied to these formulations, but they have not been used in a consistent manner, and there is no universal agreement on either definitions or appropriate approaches (Rich 1992). There are even those who decry the use of such classification systems entirely, viewing them as inherently unsound (Donaldson 1996). Given this situation, a working approach to theories of this kind is needed. In what follows, I believe the discussion is consistent with the dominant position in the field of organizational behavior at the present time. If not, the position is at least a widely accepted one (Doty and Glick 1994; Miller 1996; Sanchez 1993).

The term *typology* is used to refer to a set of types developed on an a priori conceptual basis to operate as and serve the purposes of a theory. These constructs may be of an ideal nature or they may to varying degrees be intended to reflect the actual nature of the real world. These conceptual typologies are viewed as theories, and they may be good or not-so-good just like any other theory. Taxonomies, on the other hand, are empirically derived clusterings developed through multivariate analysis of existing data. As such they are data, not theories; description, not explanation. However, theoretical formulations may be developed inductively starting from taxonomies, thus folding a taxonomy into a more comprehensive theoretical system. Thus, a taxonomy alone does not constitute a theory, but each instance needs to be considered separately. For a more extended treatment of these matters, the reader is referred to Miner (1997).

**Grounded Theory**

Grounded theory focuses on qualitative data for the purpose of developing systematic, limited domain theories about observed phenomena. It derives its data from participant observation, direct
observation, semi-structured or even unstructured interviews, and case studies in essentially the same manner that an anthropologist might use in studying a culture. Facets of these research data are sorted out of the mass of available qualitative information by means of consciously adopted strategies. These emerging concepts, grounded in the data, become the foundation of a growing theoretical understanding of the phenomena studied (Glaser and Strauss 1967; Turner 1983).

Such a theoretical approach is inductive, and the results are theoretical accounts of relatively small segments of reality. This process attempts to distill out the essence of these segments, and in doing so creates a theory that is rich in terms of the depth of its content, but not broad. These grounded theory accounts may be used to develop more formal theory, however, by focusing on a domain of more general interest, generalizing from the specific. Within organizational behavior one will find little by way of grounded theorizing in the original sense. On the other hand, more formal theories having their origins in such grounded theorizing are in evidence. In any event, it is important to keep in mind that the proper role of grounded theory is to generate theories, not to test them (Parry 1998).

CONCLUSIONS

The philosophy of science as set forth here places considerable emphasis on the role of theory. The reason is that although quantum leaps in science are very rare in any event, they are only possible if theory provides the opportunity. Organizational behavior has had its share of theories, and enough of these have proven useful to move the field forward quite rapidly. However, it is important to understand that further progress requires more good theories, and these will only be created if the field fully recognizes what theory is and how it operates. Yet theory only becomes useful if it is validated by research. Managers should not accept theories and apply them to their work unless there is reason to believe that the theories are empirically valid. At the same time, research results are the agents that determine whether theories are true or false. How good research is conducted is discussed in Chapter 2.

I noted in the Preface that the theories of motivation and leadership presented and explored in this volume are those that meet one or more of the requirements for being labeled as essential—important, institutionalized, valid, and/or useful—as determined by scholars and intellectual leaders of the field. It is interesting to compare this listing with one published in the Harvard Business Review (Prusak and Davenport 2003), which appears to have been influenced much more, though certainly not exclusively, by the popular press.

The latter listing contains forty-eight “gurus,” many of whom in their writings deal with topics other than micro-organizational behavior. Yet the fact that only one person (Kurt Lewin) appears on both lists is revealing. The heroes of science and academe are clearly quite distinct from those one is likely to run across in the world of practice and the popular press. Accordingly, I think you will find some interesting, and very different, ideas in the chapters of this book that follow.
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Conclusions

To a substantial degree, the value of a theory is inherent in the research it sparks and in the extent to which the theory is confirmed by this research. Research is only possible, however, to the extent that measures of the variables of the theory are developed, that is, to the extent that the constructs are made operational. These twin topics of measurement and research concern us here. The objective is not to provide a detailed treatment. However, in later chapters we will be asking questions such as “Does this measure really effectively represent the constructs of the theory?” and “Does this research provide an appropriate test of the theory?” The answers to these questions will draw on some knowledge of both measurement procedures and research design, and the ensuing discussion is intended to provide a basis for understanding in these areas.

MEASURING VARIABLES

Measures used in organizational research have often fallen short of what might be desired (Price and Mueller 1986). Many of organizational behavior’s theories utilize constructs far removed
from those previously measured in the social sciences. Thus, it has been necessary in many cases to develop reliable and valid measures to represent new constructs, which is a time-consuming process. Many organizational measures are still at a primitive stage of development. This situation can seriously hamper the interpretation of research results. For a number of years, for instance, expectancy theory (see Chapter 7) was thought to have limited value because the new measures used to test it were deficient. Only later, with greater attention to measurement problems, did the full value of the theory become apparent. This matter of effectively converting constructs into variables (see Figure 1.1) is what concerns us here.

Reliability

A major concern in research is the reliability of measurement. Measures that are sufficiently stable and unambiguous will not produce sizable differences in score values when applied to the same phenomenon on separate occasions. The reliability of a measure is usually established by a correlation coefficient. Different approaches are used to determine this reliability coefficient, but all approaches approximate the ideal procedure, which utilizes parallel forms of the same measure. Parallel forms exist when two indexes of the same construct contain the same number of items of each type, concentrate equally on the various aspects of the construct, and produce the same average scores and distributions of scores through the range of possible values. Once such parallel measures have been developed, reliability is determined by administering both measures in the same sample and correlating the scores on the two measures.

The value of a reliability coefficient fluctuates to some extent, depending on whether the parallel form or some other approach is used. However, if one wishes to use a measure in an individual situation—to measure the work motivation of a particular person, for instance, or to compute the average span of control in a certain company—reliability coefficients above 0.90 are required. If, on the other hand, one is dealing with group data such as mean work motivation scores in two units of a company or average span of control in relation to profitability in a number of companies, values down to about 0.70, and sometimes less, typically are acceptable. These standards represent what amount to “rules of thumb” or working conventions. Like many such conventions in science, they are enforced by gatekeepers such as journal editors and thesis or dissertation chairpersons.

The matter of reliability of measurement is important in research because it is impossible to interpret outcomes when unreliable measures are used, and results are not statistically significant. The failure to obtain evidence of a relationship between two variables could be due to the fact that there is no relationship. But if one or both measures of the two variables are unreliable, a relationship may well exist that has not been discovered because of inadequate measures. The only satisfactory way to resolve this uncertainty is to develop and use measures of high reliability. Then if relationships are not found, they are very unlikely to exist in the world of reality. For an example of how reliability estimates may be used to differentiate measures, see Loo (2002).

Validity

The variables of a theory need to be made operational in the form of specific measures. Accordingly, the measures must truly reflect the underlying constructs; they must provide valid data regarding the phenomena that they are supposed to represent. If, in fact, they measure constructs other than the ones they are intended to measure, the theory may well be assumed to be disconfirmed when it is actually correct. Worse still, a theory may be accepted when in fact its variables have been incorrectly stated (Edwards 2003).
I once developed an index intended to measure conformity to organizational norms (Miner 1962). Subsequent research revealed that the index was almost completely unrelated to any other measure of conformity that could be identified in the literature. However, moderate relationships were found with measures of intelligence. Apparently, if the measure did tap some tendency to conform, it was not the same construct that other researchers had in mind when they used the term. A likely interpretation was that we had developed a measure one of whose more pronounced components was intelligence, although there was evidence of a relationship to a desire to escape into a crowd as well. This clearly was a much more complex construct than we had originally envisioned, one that our underlying theory was ill equipped to handle.

This example demonstrates how one goes about determining the validity of a measure. If the measure is what it purports to be, there are certain phenomena to which it should be related and certain other phenomena to which it should not be related. In the case of conformity, there were other indexes of the construct available. Often, when a new and highly innovative theory is under test, other measures are not available. Nevertheless, it should be possible to identify certain relationships that would be expected to appear with a high degree of likelihood. In this process, however, it is important not to rely on face validity alone. The measure that looks to be appropriate as an index of a given variable on further investigation may or may not prove to tap that construct.

As we shall see later, establishing the validity of a particular construct measure is not easy. To some degree, the answer is always inferential (Cortina 2002). Yet there are organizational measures in which one can have considerable faith, while there are others that, even after long years of use, leave considerable doubt as to their construct validity. Certain statistical procedures have been developed to aid in construct validation (Bagozzi, Yi, and Phillips 1991), and these can be quite useful under appropriate circumstances. However, they do not circumvent the need for close reasoning and careful research design. In any event, in spite of occasional instances of confusion, reliability and validity need to be clearly differentiated (Schmidt, Viswesvaran, and Ones 2000).

A final point, however, should be noted with regard to this construct validity matter. There has been a tendency in recent years for reports of studies to neglect dealing with the validity of key measures (Scandura and Williams 2000). In fact, there are those who argue that the term construct validity is an invalid concept, in need of elimination from the language of organizational behavior (Locke 2003). This is not the position taken here. Research aimed at validation, and construct validation in particular, can have important implications for the inductive reconstruction of a theory, or for its abandonment. We need more of this type of research, not less.

RESEARCH DESIGN

Research conducted to test theories characteristically investigates hypothesized relationships between variables. Such research is first concerned with whether a relationship exists at all and then with the causal nature of that relationship. Research focused on the existence of a relationship is relatively easy to conduct; however, research into the causal problem is clearly much less tractable.

The study of causation typically requires the collection of data over time, on the premise that the cause must be shown to precede the effect. There are now techniques, however, known collectively as causal modeling approaches, that under appropriate circumstances can be used with data collected at one time, as well as longitudinally. These techniques have expanded in number, in complexity, and in explanatory power over the past twenty years. Their use is increasing rapidly, and they appear to offer considerable promise in evaluating causal hypotheses (Williams, Edwards, and Vandenberg 2003).
A second factor that makes identification of causal relationships difficult is the necessity for establishing adequate controls. Control may be accomplished statistically through the use of procedures that measure unwanted variables and then remove their effects from the relationship under study. However, these statistical techniques require that the data satisfy certain assumptions, and in many cases it is not at all clear that these assumptions can be met. The alternative is to control variables through the original design of the study. That is not always easy.

**Laboratory Experiments**

Much of the research on causal relationships has been done in the laboratory. An extreme instance of this laboratory research is computer simulation in which no real subjects are involved. More frequently, the experiment is of the small group or group dynamics type; experimental variables are introduced among subjects, often college sophomores, and the results are measured under highly controlled conditions. Because the study is conducted outside the real world of ongoing organizations, it is easier to use longitudinal measures and to control unwanted variables. Yet even here major difficulties in maintaining controls exist. Furthermore, the results are very much a function of the variables considered (this is particularly true of computer simulations). If the real world is not effectively modeled in the laboratory, or at least the key elements of that world, the results of laboratory experiments will not transfer.

This said, it appears that in many areas such transfers do occur (Locke 1986). Laboratory studies often appear to be well conducted, or conceivably field research is deficient in important areas, with the result that similar results are obtained. In any event, the evidence to date is that laboratory research, with its greater control, is much more valid than previously anticipated. There may be conditions under which this is not true. A degree of field research on laboratory findings still seems warranted. But, assuming initial confirmation, the need for extensive reiteration of these initial results does not seem as great as previously thought.

**Field Experiments**

The ideal situation is to take the techniques of sample selection, repetitive measurement, and variable control associated with laboratory research into the real world and conduct the same kind of research with ongoing organizations. In such a context the myriad variables that may be important do in fact operate, and any results obtained there can be expected to characterize the actual organizations to which any meaningful theory is addressed. The problem is that all the difficulties of designing and conducting good experiments that were so easily handled in the laboratory now become overwhelming. Real organizations have innumerable ways of resisting and undermining objective scientific research—not out of contrariness, but because the goals of the real world and the laboratory are different.

The difficulties of conducting causal research in organizations may be illustrated by a study by Belasco and Trice (1969) on the effects of a particular management development program. The study utilized 119 managers divided into four groups. Managers were assigned to each group on a random basis within sex, type of work supervised, and division groupings. In this manner, as many factors as possible were held constant across the four groups to control for spurious factors that might contaminate the findings and make causal attribution difficult.

One group of managers was pretested, trained, and posttested on knowledge, attitudes, and behavior. The objective was to see if a change occurred on any of these factors.

A second group took the pretest, received no training, and then took the posttest. If this group
changed as much as the first, clearly the training was not the cause of change. If this group did not change as much as the first, the training remained a strong contender as a cause.

A third group underwent no pretest, received training, and took the posttest. By comparing the posttest result for the third group with that for the first group, it was possible to identify any apparent change due to a sensitizing effect of the pretest (the groups were similar in all other respects). The problem addressed here is control for any effects the pretest may have had in alerting the managers to what they were supposed to learn later in training.

The fourth group received no pretest, no training, and only the posttest. This group, in comparison with the others, yields a measure of the effects of the passage of time only, and therefore it isolates time from either repeated measurement or training as factors.

Clearly, this kind of research requires a large number of subjects, the opportunity to assign them to groups as desired for research purposes, and extensive collaboration from the sponsoring organization throughout the study. And, as elaborate as the research plan is, it could be argued that a fifth group, undergoing some training of a relatively neutral nature, should have been included to create a placebo situation and cancel out any so-called Hawthorne effect produced by receiving special attention. Thus, even this very complex experiment cannot be said to have achieved the ideal in terms of control. Such studies are very difficult to conduct, yet they continue to appear in the literature (e.g., see Probst 2003).

**Quasi-Experimental Designs**

Realistically elegant research designs with all possible controls are unlikely to be implemented in many organizations, and if an organization does decide to go this route, it may well be an atypical organization. Accordingly, certain variants have been proposed (Cook, Campbell, and Peracchio 1990; Evans 1999). These designs represent major advances over the noncausal, correlational analyses, but no one such study answers all questions. Basically, these studies utilize as many components of the ideal experimental design as possible, while recognizing that it is better to conduct some kind of research related to causes than to do nothing. Hopefully, the larger number of research investigations carried out will compensate for the relative relaxation of control requirements. Accordingly, several interlocking investigations should develop the same level of knowledge as one very elegant study. On the other hand, it is easy to relax scientific standards to the point where replication is not possible and thus not obtain scientific knowledge that can be substantiated. Some trends in qualitative research on organizations show this tendency. It is important to maintain a clear distinction between scientific research and personal narrative in testing organizational behavior theories.

A number of examples of well-conducted quasi-experiments exist in the recent literature. The typical design calls for some combination of the elements considered in the previous section (e.g., see Markham, Scott, and McKee 2002). A particularly good discussion of the limitations that may be inherent in the quasi-experimental design is contained in Morgeson and Campion (2002). Descriptions of how quasi-experimental designs may be utilized in studying promotion effects are presented in a series of studies conducted within an international bank based in Hong Kong (see in particular Lam and Schaubroeck 2000).

**Common Method Variance and Bias**

Common method problems can arise from having a common rater provide the measures of variables, a common measurement context, a common item context, or from characteristics of the
items in a measure. Of these, obtaining measures of both the predictor and criterion within the
same study from the same person produces the most pronounced such results; these biases can be
quite substantial (Podsakoff, MacKenzie, Lee, and Podsakoff 2003). Thus, when the same person
reports on the two types of variables, that person may change the correlations in an attempt to
maintain logical consistency. The results are a function of the measurement method rather than of
the underlying constructs.

In expectancy theory (Chapter 7), cross-sectional rather than longitudinal designs are often
used. Accordingly, individuals’ reports of their internal states (such as expectancies) are obtained
at the same time and from the same person as reports of past behavior related to these internal
states. As a result of a desire to maintain cognitive consistency, these correlations can be inflated
substantially (Lindell and Whitney 2001). This bias is introduced because of the measurement
approach taken and the failure to use more appropriate designs.

Solutions to this type of problem, as is typical in organizational behavior research, focus
on designing the problem away or controlling it with statistics. In the past, however, many
studies have been conducted that did neither of these, thus simply ignoring the problem.
What is needed is to separate the measures of the variables involved by using different sources,
and thus different research designs. An alternative is to use measures of variables that are not
self-evident (such as projective techniques), so that the individual cannot mobilize attempts
to attain cognitive consistency. Attempts to solve common method problems through the use
of statistical approaches have been numerous, but as yet no widely accepted solution has
emerged.

Requirements for Conducting Experimental Research

Blackburn (1987) has set forth a list of what he labels the ten commandments for conducting
experimental research. These can serve as a guide in assessing research used to test theories in the
organizational behavior field.

1. Thou shalt assess the extent to which the change actually took effect.
2. Whenever possible, thou shalt use multiple measures.
3. Whenever possible, thou shalt use unobtrusive measures.
4. Thou shalt seek to avoid changes in measurement procedures.
5. Thou shalt endeavor to use a randomized experimental design whenever possible.
6. In the absence of random assignment, thou shalt not select experimental or control
groups on the basis of some characteristic that the group may possess to some unusual
degree.
7. Thou shalt use appropriate statistical analyses to examine the differences between the
experimental and control groups.
8. Whenever possible, thou shalt collect time-series data.
9. To the greatest extent possible, thou shalt protect the employee, the organization, and
the experiment in that order.
10. Thou shalt report fully and honestly the procedures and results of the research.

Many of these points are illustrated in a book edited by Frost and Stablein (1992), which
provides detailed descriptions of what actually happened in connection with seven research stud-
ies. This book is also a good source of information regarding ways in which qualitative research
may be employed for purposes of inductive theory development.
THEORETICAL KNOWLEDGE OF ORGANIZATIONAL BEHAVIOR AND ITS OBJECTIONS

The high visibility of certain formulations that are clearly closer to philosophy than to scientific theory has led some to question whether or not organizational behavior truly possesses any theories at all. This negative position has received additional support from some individuals, a number of them scientists who place very little stock in theory building in any event, preferring the slow but solid pace of unswerving empiricism. Yet there does appear to be a number of real scientific theories dealing with organizations, or at least explanations so advanced that not to call them theories is something of a quibble. This is not to say that these theories are necessarily and entirely valid; some of them have not been fully tested. But overall they have contributed substantially to our knowledge of organizations.

On the other hand, there is a rather sizable body of literature that raises serious objections to the scientific concepts we have been considering. If one follows these views, quite a different picture of our theoretical knowledge of organizational behavior emerges.

Objections to Scientific Dictates—Frontal Attacks

A common method of dealing with antithetical positions is to simply ignore them, thus avoiding the need to cite them or to consider the views at all (Martin and Frost, 1996). I clearly could do this here. Yet the concept of science set forth in the preceding pages is what underlies the whole field of organizational behavior, and to simply ignore objections to it does not appear to be intellectually honest, nor does it truly reflect the reality of the times.

One “contra” position is that science as a whole, and certainly the organizational behavior part of it, has not proven convincing as a superior form of knowledge, that new narratives and new epistemologies are needed to supersede science, and that basically science has had its day and now has run out of steam (Burrell 1996). This is an across-the-board dismissal, and it applies to all aspects of science. In my opinion this line of assault requires an equally direct response. Given the realities of the world around us, such arguments for the demise of science make no sense, and they are best lumped with similar “end of the world” scenarios. Yet they persist (Alvesson 2003).

In addition to such blanket attacks, a number of more specific objections have been raised that typically focus on some aspect of scientific theory and/or research. One such approach is to challenge the various assumptions of science (Kilduff and Mehra 1997). For instance, the argument may be that natural groupings of organizations, groups, and individuals do not occur, that uniqueness is everywhere; and thus generalization from samples is not warranted. Another such argument is that things change so fast that the stability and constancy science requires is nonexistent; science thus gives way to journalism—the recording and explaining of fleeting phenomena. A third challenge asserts either that events are not determined, and thus cause–effect relationships do not exist, or that social science, as distinct from natural science, is concerned with meanings and significance, not causes. Finally, the trustworthiness of human processes of perception, memory, or reasoning may be questioned, thus introducing challenges to the observation and experience on which science is based. Advocates of these positions tend to give more credence to qualitative research than to quantitative (Kilduff and Kelemen 2003). Qualitative research is accordingly moved from its role as an adjunct to inductive theory building to a central role in theory testing.

Other objections are concerned with the objectivity and relevance of scientific research (see Ghate and Locke 2003). These views may emphasize the fact that people as the subjects of research react differently when they become aware of the researchers’ hypotheses or experience a feeling of being
controlled in the experimental situation; thus, the research process itself poses a threat to generalization. Alternatively, research studies, especially laboratory studies, may be viewed as lacking the realism required for generalization. Objections of these kinds seem to assert that all organizational behavior research is bad research and that researchers cannot overcome these threats to their findings through creative methodologies because objectivity is impossible to obtain. Data such as those summarized in Locke (1986) on the close proximity of laboratory and field research findings are totally ignored.

Postmodernism and Siblings

Some of the strongest attacks on social science, and inherently on organizational behavior, stem from a group of philosophies called critical theory, poststructuralism, and postmodernism (Agger 1991), or perhaps some combination of these terms (Voronov and Coleman 2003). These philosophies all had their origins outside the United States, and it is there that they originally had the greatest impact. In certain respects they have been influenced by Marxist ideology (see Barrett 2003). These views differ in a number of aspects, but the opposition to social science is pervasive, as reflected in the positions noted in the previous section. Science is portrayed as a source of authority and a perpetuator of the status quo. As such, it must be replaced. Objective analysis and a reliance on mathematics are rejected. In point of fact, this contra position operates to oppose anything that is institutionalized—that has achieved legitimacy and is taken for granted (Alvesson 2003; Clegg and Kornberger 2003). Thus, science, its theory, and the like are merely part and parcel of a much wider enemy.

The preferred approach to gaining knowledge in these philosophies is one that focuses on obtaining detailed understandings of specific situations at a point in time. This approach has much in common with that of grounded theory, although references to that specific procedure by name appear to be rare since Silverman (1971). Studies in this vein collect a great deal of information, and they often present much of the raw data to the reader in undigested form in lieu of statistical analyses. Typically, the studies are used to both create theory and confirm it at one and the same time. Literary methods and storytelling may be used to present the results of data collection (Jermier 1985). Indeed, the analysis of language and its usage has become pervasive within postmodernism (Alvesson and Kärreman 2000).

When grounded theory is used to create more formal theories, it parts company with postmodernism and its siblings to join company with science. This distinction is important. The qualitative approaches involved may serve to generate scientific theory, or they may yield the self-fulfilling prophesies of postmodernism.

Threats from Within the United States

Although critical theory, poststructuralism, and postmodernism have been slow in taking root in the United States, there have been manifestations of similar ways of thinking here for some time. This has been most characteristic of those in the organizational behavior field who espouse humanistic values with a substantial amount of passion (see Lawler, Mohrman, Mohrman, Ledford, and Cummings 1985; Tannenbaum, Margulies, and Massarik 1985). Argyris has attacked scientific research methodology on numerous occasions and proposes an anthropological approach, devoid of statistical analysis, to replace it (e.g., see Argyris 1980).

These attacks from within are described by Donaldson (1992), an Australian, as an outgrowth primarily of certain trends in organizational behavior in the United States. He summarizes this complex of ideas as follows. It:
1. stresses the empirical world as subjectively perceived and enacted rather than as brute fact,
2. asserts the superiority of qualitative over quantitative methods;
3. reveres paradox in both the content of theory and the formal expression of theory;
4. holds that scientific creativity is primarily linguistic inventiveness;
5. sees itself as championing creativity;
6. is counter cultural in the sense of being ever-ready to cock a snook at the establishment
   and established ideas; and
7. would also claim that practicing managers would be better aided not by plodding
   positivism but by taking a mind-trip. (Donaldson 1992, 462)

This description is presented in connection with a rebuttal to an article by Astley and Zammuto
(1992), to place that article in context.

Many other rebuttals to the various objections to scientific dictates exist in the literature. Among
these, Weiss (2000) is particularly impressive. Donaldson (2003) provides an analysis that points up
the logical inconsistencies of postmodernism. McKelvey (2003) castigates postmodernism for ig-
noring research and the falsifiability of theories. Not infrequently the objections create a description
of science that, although incorrect, makes it easy to mount an attack. In this process science may
very well be redefined as art, with all the freedom to embody values and eliminate burdensome rules
that art permits. Many of those who object to the standards and strictures of good theory and good
research seem to be trying to remove what they perceive to be barriers that keep them from using
the garb of science to advocate their values. Good science—whether in the form of theory construction
or exemplary research—is very hard work. The rules of the game are onerous, and they make good
science difficult. But that is as it should be; they are there for a reason.

Furthermore, as Pescosolido and Rubin (2000) note: “The fault of postmodernism is that even
in its radical insistence on diversity, it insists that its practitioners ‘line up’” (71). There is no
freedom from rules of some kind, even in postmodernism.

VALUES AND KNOWLEDGE

Values are conceptions of good and bad that tend to carry with them a great deal of emotion. They
attach to certain ideas and patterns of behavior, and they provoke behavior consistent with the
values as well. For an in-depth treatment of this values construct, see Maierhofer, Kabanoff, and
Griffin (2002).

Values in Organizational Behavior

Organizational behavior appears to have been influenced by two primary value dimensions through-
out much of its history. One is the dimension extending from humanistic to scientific values. In
recent years the humanistic pole increasingly has been joined by the often similar values of
postmodernism and its siblings. The other dimension is essentially disciplinary in origin. At one
end is psychology, while the other end is anchored primarily in sociology, joined on occasion by
anthropology, political science, and economics. Basically, these are values related to micro and
macro levels of analysis.

This second, disciplinary dimension has undergone some transformation over the years. In an
earlier period, the dimension ranged from behavioral science (dominated in large part by psy-
chology) to classical management theory. As classical theory has faded from the scene (see Miner
1995), the value differentiation involved has been replaced by one within the behavioral science
designation itself. At present, it appears to be particularly concerned with variations in the value placed on the study of individuals in organizations (see House, Shane, and Herold 1996; Nord and Fox 1996).

Values of these kinds can play a useful role in theory construction, in part by focusing attention on specific areas of endeavor and in part by motivating concerted efforts to construct theories that end by fostering understanding and prediction. However, values other than those that foster objectivity have no place in the conduct of research and thus in testing theory. To the extent they might intervene at this stage, replications of initial studies should serve to identify them. Finally, values can reappear in the evaluation segment of the overall theory process, the part that involves reaching a consensus among knowledgeable scholars regarding the goodness of a theory and thus the contribution to knowledge involved (Miner 1990). The result is that those with different values may evaluate through different lenses, and as a consequence consensus may be hard to obtain.

Dispositions versus Situations—A Value-Laden Controversy

An example of how values may produce different views and impede consensus is provided by the dispute over the study of individuals in organizations noted previously. This dispute simmered over a period of ten years or more before bursting into flame (Davis-Blake and Pfeffer 1989).

The latter paper contained an attack on the dispositional approach that underlies the concept of individual differences and the application of personality theory in organizational behavior. Dispositions are defined as unobservable mental states (constructs) such as needs, values, attitudes, and personalities that are relatively stable over time and that to varying degrees serve as determinants of attitudes and behavior in organizations. The argument is that dispositions are a mirage and that the only significant determinants of individual organizational behavior are situational in nature. Thus, an antithesis is created pitting psychological constructs against sociological.

Later Nord and Fox (1996) authored a paper with the thesis that the individual (and individual personality) has disappeared from organizational behavior, being replaced by a contextual dimension consisting of attributes of the physical and social systems in which people exist (situations). The intent is to document the view that theories and research dealing with individual personality and dispositions have lost status to the point where organizational behavior is no longer interested in individual differences (and by implication should not be). There is reason to believe that this second attack from the sociological perspective may leave something to be desired in its coverage of the personality-related literature, but as an attack by fait accompli, it clearly reveals the values of the authors.

These position statements from the situationalist perspective have not gone unanswered. In defense of the dispositional view, George (1992) has offered a detailed consideration of much of the theory and research supporting an important role for personality in organizational behavior. House, Shane, and Herold (1996) also make a strong case for the retention of personality-based perspectives. The following quote appears to present a more balanced view of the issues and leaves the door open to both types of theory and research. It provides an instance of how extreme values may be reconciled and consensus thereby achieved.

[P]ersonality is important for understanding at least certain classes of organizational phenomena. Obviously, this does not imply that situational factors are unimportant. Rather, it suggests that organizations do not stamp out all individual differences; being a member of an organization does not neutralize or negate one’s own enduring predispositions to think, feel, and act in certain ways. An extreme situationalist perspective denies organizational
participants their individuality and exaggerates organizations’ abilities to manipulate and control their members. Likewise, an extreme dispositional position credits too much power to the individual and ignores important situational influences on feelings, thoughts, and behaviors. Hence, personality and situational factors are needed to understand much of organizational life. (George 1992, 205–6)

**Positive Organizational Scholarship**

Positive organizational scholarship is a value orientation of very recent vintage—too recent to be able to say where it is going as far as organizational behavior is concerned (Bernstein 2003; Cameron, Dutton, and Quinn 2003). It had its origins in psychology, where it was in many respects a reaction to clinical psychology with its emphasis on illness, disorder, and thus the negative aspects of the human condition. Basically, it is a movement, unrelated to any specific theory, that values excellence, thriving, flourishing, abundance, resilience, and virtuousness—anything associated with positive human potential.

Because scholarship here means science and scientific research, this is not another name for postmodernism. Certain ties to an earlier humanism and to the values of organization development are evident, but the coverage is broader than that. As noted, psychology is the discipline of origin, but the movement is interested in influencing any field that finds its values attractive. In short, it is a community of scholars, currently based in the School of Business at the University of Michigan, devoted to learning about positive aspects of the human condition, particularly as reflected in organizational functioning. The scope of the movement is as yet unclear; it may ultimately come to represent a reemergence of humanism in organizational behavior, or something else. But the appeal to strong values and the attempt to mobilize them in support of its aims is clear.

**THE ROLE OF CONSENSUS**

Threats to a unified science of organizational behavior take two major forms—those that relate specifically to science, including its theory and method, and those that impair unity by jeopardizing the creation of a stable and widely recognized body of knowledge that might be presented to practitioners as a basis for their actions. The latter is the concern of this discussion.

**The Consensus Problem**

A lack of consensus appears to exist in the field of organizational behavior, and as a result the field’s limited amount of hard knowledge is often bemoaned. The evidence is there, but the consensus of knowledgeable scholars that makes it knowledge often is out of reach because conflicting values block the way. Testimony to this effect is not hard to find.

In the introduction to his volume dealing with organizational behavior’s conceptual base Hartman (1988) discusses this fragmentation using terms such as “disarray,” “no consensus,” “conflict,” “disunity,” “disagreements.” The authors of a more recent handbook of the field (Clegg, Hardy, and Nord 1996) use their introduction to paint a picture that presents organizational behavior as infused with controversy and partisan politics; this latter volume appears in its own way to contribute to the fragmentation as well, even to extol it.

A well-argued treatment of the consensus problem is that of Pfeffer (1993), which subsequently has sparked a great deal of debate pro and con. The thesis of his paper is that when
sciences have developed shared theoretical structures and methodological approaches about which there is substantial consensus, these sciences and their members have experienced a number of positive consequences, including increased allocations of monetary and other resources. Organizational behavior, being fragmented as it is, holds a position low in the pecking order when rewards and resources are distributed among the sciences. In short, we are not viewed as doing a very good job, and this is true because of our lack of consensus. Pfeffer argues that consensus can be attained through the efforts of an elite network of individuals who utilize political positions and processes to impose a uniformity of view on a discipline. He seems to say that this should happen in organizational behavior. This appeal for consensus is reiterated in a later paper (Pfeffer 1995), but it is apparent that he prefers consensus around certain theoretical positions over others.

Not surprisingly, a number of organizational behaviorists jumped up to dispute Pfeffer on a variety of grounds. In general, the thrust of these views is that consensus is not really a desirable goal after all, and that enforced consensus is particularly undesirable. Tolerance for diverse approaches, theories, and methods should not be suppressed, and in any event there is no one best way that clearly deserves a dominant position. On occasion this rebuttal is mixed with a substantial dose of anti-science rhetoric (Van Maanen 1995).

All this having been said, it remains true that science relies on some degree of consensus among knowledgeable scholars, and that science has proved over and over again that its methods can advance understanding, prediction, and control to the benefit of human society. Certainly, some degree of disconsensus can be absorbed, and innovative, creative contributions should not only be tolerated, but supported. The questions are how much consensus is needed and in what areas; these are empirical questions as Pfeffer (1995) notes. Once the emotions that values arouse are activated, it is amazing how difficult it is to see the balanced, middle ground. For a balanced discussion of these issues from a perspective tempered by the passage of time, see Fabian (2000).

The Inability to Compare Competing Theories

One outgrowth of the consensus problem is a view that one cannot decide objectively between competing theories that use different languages, hold different assumptions, and utilize different constructs, thus reflecting totally disparate value systems. Under these circumstances, comparisons are impossible in the same sense that “comparing apples and oranges” is impossible. Science is said to be at a loss in such instances, and amongst the theory pluralism that we face at present, science becomes essentially useless (Scherer and Dowling 1995). Note that this argument requires a large number of very different theories coming together from different directions to offer contradictory solutions to common problems. This must be so if science is to be effectively neutralized. Thus, “create as many new and unique theories as you possibly can” becomes the rallying cry of proponents of this view; they are out to sink consensus (Clegg and Ross-Smith 2003). Practitioners in particular are left helpless to make decisions in the face of this barrage of competing theories and may be expected to eschew organizational behavior altogether.

The response to this line of reasoning is that it creates a pseudo-problem, a mirage, that is readily soluble in that science serves to test theories through research that is just as applicable to competing theories as to any others (McKinley 1995). Although valid, this position needs some amplification.

First, the theory pluralism that exists at present is not made up exclusively of scientific theories. There are a number of philosophic statements in existence that do not generate testable hypotheses and thus are not falsifiable. Subtracting this philosophic content reduces the degree of theory pluralism substantially. For example, many of the phenomena that exist in this world have
multiple religious explanations and scientific explanations (confirmed by research) as well. To include the religious “theories,” which are untestable, as part of the total count of scientific theories is unwarranted.

Second, a close study of existing organizational behavior theories reveals that the most frequent situation is one where the theories occupy different, nonoverlapping domains. There are instances of overlap and even some cases of competing positions, but this is not the norm by any means. Those who argue that an inability to compare competing theories is a major barrier to attaining consensus are simply wrong, at least insofar as organizational behavior is concerned; there are not that many competing theories, once theoretical domains are clearly drawn.

Third, competing theories can be compared using appropriate research designs. Differential experimentation that serves to determine the relative effectiveness of various approaches or hypotheses is commonly conducted. Any good theory contains clear specifications for operationalizing its variables, and these may be used in comparative research. For a good example of how research to deal with competing theoretical positions may be conducted, see Latham, Erez, and Locke (1988) and the more extended treatment of this research contained in Frost and Stablein (1992). What is clearly evident here is that with sufficient creative input into the research process, science can handle competing theoretical positions (see also McKinley 1995 on this point). Thus, a basis for achieving consensus, where it might otherwise appear to be lacking, does exist within science.

Fourth, a consensus of knowledgeable scholars can develop in the absence of full agreement among protagonists. Herzberg’s motivation-hygiene theory (see Chapter 5) is generally assumed to be deficient in certain respects, based on extensive research conducted to test aspects of the theory. Yet to my knowledge Herzberg never repudiated his theory in any regard, and he continued to hold out against the growing consensus until his death. This is not unusual, and it does not matter. A few voices in opposition does not vitiate consensus.

Fifth, it is not correct to say consensus is totally lacking in organizational behavior; agreement among knowledgeable scholars in support of a theory occurs quite often. But the qualifier among knowledgeable scholars is important here. Organizational behavior has developed a breadth and depth of information that defies comprehension by a single person. There are specialties and subspecialties, and it is these that furnish the knowledgeable scholars whose judgment is at issue. To add in the many who know little or nothing about a particular theory and its research is bound to create an appearance of disconsensus as competing values become involved against an ambiguous (uncertain) background, but that is not the kind of consensus science seeks.

Sixth, practitioners (such as managers) do not require a consensus on the part of organizational behavior to utilize the tools, technology, and theories of that discipline. It would certainly be helpful if such a consensus existed, but managers in a particular area of a business, say human resources, are not necessarily uninformed consumers; they can make judgments as to the validity and usefulness of what comes to them from organizational behavior, and they do so all the time. Many of these inputs from organizational behavior prove useful and help to solve important practical problems. As a former practitioner of organizational behavior in the personnel research unit of a large corporation and a consultant in that area throughout my professional career, I can attest to the practical value of these inputs. In actuality, the freedom from political wars that the practitioner has may compensate for any lack of knowledge. Certainly errors are made, but low levels of consensus do not prevent practitioners from making choices among the potpourri of organizational behavior tools, technologies, and theories. And again, as Donaldson (1992) contends, the degree of consensus available to practitioners is probably greater than the critics have maintained.
The Road to Consensus

It becomes apparent from the above discussion that it would be very useful to have an operational measure of consensus on various matters within organizational behavior. With hard data on what knowledgeable scholars think, it would be possible to avoid much of the ambiguity that surrounds this treatment.

Actually, during the 1980s, a certain amount of data became available on the extent of consensus around first-generation organizational behavior theories that had achieved considerable visibility (Miner 1990). The correlations among data from different sources ranking these theories as to their validity ranged from 0.74 to 0.94. This is indicative of a considerable amount of consensus. More recent research of this nature provides evidence of increasing consensus around a number of theories in organizational behavior (Miner 2003). The field is still very young, and it is too early to expect high levels of agreement, but we are moving in that direction.

One might think that consensus could be obtained by noting the most frequently cited publications in the field and then building a picture of organizational behavior’s knowledge base from the content of these publications. Unfortunately, however, evidence indicates that those publications that do particularly well in citation counts do so not because of the perceived quality of the publication or its usefulness to practitioners, but because of the usefulness to scholars of the field in carrying out their professional tasks (Shadish 1989). This is not the stuff out of which a picture of our knowledge base can be created.

Yet, there are multiple signs pointing to improving consensus as organizational behavior matures. One such sign is the increasing degree to which citations to other disciplines are appearing in the journals (Blackburn 1990). Discourse across disciplines is on the upswing; talking only with those people within the field who represent a reflection of one’s own image is decreasing. When communication opens up in this way, at least the potential for consensus opens up as well.

A second encouraging sign is the relatively recent emergence not of meso theories per se, since such theories have in fact been in existence for some time, but of an explicit concern with the identification and creation of such theories, which bridge a major value-gap in the field. To the extent that they prove valid, meso theories can represent a major integrating force within organizational behavior.

In writing meso theory, one is forced to deal both with psychological and sociological variables as well as with the literatures that surround those variables. The result should be an integrated theory that not only ties together the two levels of analysis, but also commits the author to some type of synthesis of the two value positions. Accordingly, a strong commitment to a meso approach to theorizing could go a long way toward fostering consensus and firming up a stable knowledge base for organizational behavior.

In short, although it does seem that consensus is at a rather low level overall within organizational behavior, there are subfields and sectors where this is not the case. Thus, a body of accepted knowledge does exist within the field and is available to practitioners—a smaller body than many would desire, but still important. Furthermore, there are certain trends in evidence that seem to argue for improved consensus in the future.

CONCLUSIONS

This chapter has delved into the characteristics of research that can be used to test scientific theories. In all of this it should be understood that organizational behavior research may serve additional functions beyond merely testing theory. Hypotheses derived from practice may be
evaluated through research to determine if what has been assumed to be true really is true. Areas that present particular problems may be studied to obtain a clearer picture of the landscape. The point is that scientific research in organizational behavior is not simply a matter of theory testing, yet theory testing is probably the most important function of organizational behavior research because a well-validated theory can establish a wide range of knowledge.

In the preceding discussion, certain terms that are to be found in the references, and that are often used in the literature, have been deliberately avoided. This is in part because these terms have taken on a variety of value-laden excess meanings that tend to stereotype the user. In some instances the terms are too ambiguous for most scientific purposes as well. Kuhn (1970), in introducing the term “paradigm,” intentionally used it with a wide range of meanings (Astley and Zammuto 1992), and it continues to possess this same ambiguity today. In addition to paradigm I have avoided such terms as normal science, positivist theory, and incommensurability for the same reasons.

This is not to say that most of the concepts that appear to be covered by these terms are not treated—to the contrary, they are treated in detail, but using other words. Nor am I trying to avoid labeling my own position. The discussion here clearly identifies my commitment to science and spells out at considerable length the concept of science I have in mind. Terms such as paradigm, normal science, positivist theory, and incommensurability come to organizational behavior from philosophy, however. As a result, there is no commitment to make them precise and specific, in the mode of science. At the same time, there is no necessary commitment on the part of organizational behavior to make them part of our vocabulary—and we should not.
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THEORIES OF MOTIVATION
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Kurt Lewin was trained as a psychologist; he was a researcher as well as a theorist. His contributions to psychology were eclectic in terms of area, and it was only toward the end of his life that he concentrated on the social psychological studies and ideas that make him particularly relevant for organizational behavior. Because his theories were developed prior to the emergence of organizational behavior as a field (see Miner 2002 for a discussion), they are labeled in the title of this chapter in terms of the disciplines from which they had their origins.

Early in his career Lewin’s major contributions were in the area of personality theory. He wrote several books on that subject during this period and established himself as a major theorist. However, his interest in personality theory gradually gave way to social psychology and in particular to group dynamics and action research. He was a man of broad humanist sympathies and democratic values. In the late 1930s and 1940s, when his writings of most relevance for organizational behavior appeared, Lewin wrote primarily in the form of journal articles and papers in edited volumes.

BACKGROUND

Kurt Lewin’s life was split into two distinct phases. The early period, spread over forty-three years (1890–1933), was spent based in Germany. From 1933 to 1947, when he died from a heart attack, Lewin lived and worked in the United States. Lewin was Jewish, and he moved to this country because he foresaw the persecution that was to come under Hitler and the Nazis.
Germany

Lewin was born in Prussia and attended the Universities of Freiberg and Munich before receiving his doctorate from the University of Berlin in 1914. He served for four years in the German army during World War I and then returned to Berlin where he rose to professor in 1926. He was strongly influenced during the German years by the Gestalt psychologists with whom he worked, including Max Wertheimer and Wolfgang Köhler. Over time he developed a group around himself at the Psychological Institute of the University of Berlin, consisting of a number of like-minded scholars.

During this German period, Lewin published some articles that presaged his later social psychology (Papanek 1973). One paper dealt with job design in farm work, while another focused on humanizing the activities of factory workers employed under Taylor’s scientific management. There was a theme of job enrichment in these papers and also in several additional studies of the field of forces operating on individual textile workers. These early papers illustrated Lewin’s use of field theoretic concepts, linked laboratory experiments to applied problems (action research), and focused on individuals as opposed to groups.

Early in the 1930s, Lewin was invited to Stanford University by Lewis Terman, originator of the Stanford-Binet tests. He returned to Germany, but apparently the visit to Stanford set in motion a process that shortly resulted in a permanent move to the United States.

United States

Presumably as a consequence of his association with Terman and of some research he had conducted in the area, Lewin came to the United States perceived as a specialist in child development. He first joined the School of Home Economics at Cornell University as a child psychologist and after two years moved to the Child Welfare Research Station at the University of Iowa. Both of these positions were generously funded by the Rockefeller Foundation. At Iowa, Lewin began to concentrate more on groups rather than individuals, and again, as in Berlin, he surrounded himself with a group of scholars, many of whom joined him in his research (Ash 1992).

At Iowa, Lewin increasingly moved toward a kind of industrial social psychology focused on groups and action research. To further his objective, he ultimately moved to the Massachusetts Institute of Technology in Cambridge, where he became director of the Research Center for Group Dynamics, whose funding was arranged primarily by Lewin himself. Again, he created a group of young scholars interested in the topics that he found interesting. After Lewin’s death, the center moved briefly to Syracuse University and then on to the University of Michigan, where it became part of the Institute for Social Research (Cannell and Kahn 1984). The center served over the years to foster Lewin’s early work on sensitivity training and T-groups through the development of the National Training Laboratories (NTL), and the center also established a long informal exchange with the Tavistock Institute of Human Relations in England. An outgrowth of this relationship was joint publication of the journal *Human Relations*. Thus, Lewin’s influence was extended in many directions.

CONTRIBUTIONS RELEVANT FOR ORGANIZATIONAL BEHAVIOR

Lewin typically formulated many of his field theoretic ideas in terms of mathematical symbols and spatial diagrams. The most widely cited of his mathematical formulations is $B = f(P,E)$ —
that is, behavior is a functional interaction of person and environment. However, many such formulas are sprinkled throughout his works, as are life-space diagrams and force-field pictures (e.g., see Lewin 1943).

How important these accoutrements really are to Lewin’s theorizing is a serious question. They appear to represent a personal language that serves to describe what is already known much more than to predict experimental results. Although they may foster understanding, and many who have struggled with them may have major doubts even on that score, these after-the-fact formulas and diagrams in and of themselves clearly are not predictive theoretical statements or hypotheses. Lewin’s field theory is not a mathematical theory in spite of the symbolic nomenclature used to present it. Thus, in the following I will utilize only the verbal language.

As indicated, Lewin directed his theorizing, and his research, to multiple fields. This was true even within organizational behavior. Thus, it is not surprising that although his major concern was within the field of motivation, he started out by testing certain ideas regarding leadership and the effects of leadership climates. This breadth of application was typical of the early theorizing leading up to the actual creation of organizational behavior (Miner 2002). However, the leadership theory fed into the later motivation theory.

**Leadership Climates**

Conclusions on the effects of varying leadership climates were derived from experimental research conducted at the University of Iowa (Lewin, Lippitt, and White 1939; Lippitt and White 1958). This research served to establish Lewin’s reputation in the United States. In it the effects of authoritarian (German) and democratic (American) leadership climates were contrasted. The research reflects in a microcosm the pattern of Lewin’s own life and is a direct outgrowth of the juxtaposition of the two cultures. In addition, the study, apparently as a result of a misunderstanding among the researchers, came to include a laissez-faire condition or climate as well.

The ways in which these three climates were operationalized are set forth in Table 3.1. In the major study, the four groups experienced all three climates in succession; thus comparisons could be made across groups and also within groups (using a group as its own control). The subjects were eleven-year-old boys grouped into five-member clubs that met after school to participate in various activities—mask-making, mural-painting, soap-carving, model airplane construction, and so on—over an experimental period of five months.

Clubs were matched on patterns of interpersonal relationships; intellectual, physical, and socioeconomic status; and personality characteristics to control for these factors. The four adult leaders were systematically assigned across climate conditions and clubs. The behaviors and conversations of both leaders and club members were recorded in detail by four observers. These were then categorized for purposes of quantitative analysis. The interrater agreement of the observers was 0.84. Observations of leader behaviors, and reports obtained from the boys, indicated that the experimental conditions did in fact “take.”

The findings with regard to aggression in the authoritarian groups were mixed—in some clubs manifestations of aggression were very frequent and in other clubs very infrequent (apathy). Democracy seemed to produce a mid-range frequency of aggressive expression and laissez-faire, a rather high level (presumably because there was no control on emotional expression from either the leader or the group). The democratic climate was much liked, the authoritarian much disliked, and on balance the laissez-faire context was more liked than disliked.

Achievement levels were much higher under the authoritarian and democratic climates than under laissez-faire. This failure of laissez-faire leadership has remained in evidence across many
studies since (Eagly, Johannesen-Schmidt, and van Engen 2003). The lack of accomplishment in this instance was clearly evident to the boys and a source of dissatisfaction. They talked about doing better, but could not coordinate their efforts to do so under the laissez-faire conditions. The major difference between authoritarian and democratic groups was that in the first instance productivity dropped off when the leader left the room; in the democratic clubs it did not. The results as a whole seemed to offer strong confirmation of the hypothesis that democratic leadership climates are to be preferred, although the high performance in the authoritarian groups was not hypothesized.

### Change Processes

Working from these findings on the value of group decision and democratic process, Lewin (1947, 1958) developed a theoretical structure to deal with change processes, and carried out a program of research on the motivation of change. The result was a good theory that has indeed turned out to be very practical. It has served for many years as a guide for organizational development practitioners (Goldstein 1993; Marshak 1993). Recent work suggests that Lewin’s force-field analysis applies within a limited domain and that there are situations beyond the boundaries of that domain in which Lewin’s views are less applicable. Nevertheless, this is a theory that has moved application a long way (Burke 2002).

The research on change was initially conducted to motivate changes in eating habits necessitated by World War II shortages. Housewives were identified as the gatekeepers...
whose decisions would have to be altered if broader change were to occur. The research design involved exposing groups of housewives to attractive lectures linking nutrition to the war effort and attempting to persuade them to change the eating habits of their families. Another set of groups was given the same information, but the leader rapidly moved to a group discussion of how “housewives like ourselves” might react to the prospect of change. A group decision was reached in the sense that there was a show of hands as to who would commit to initiating the change.

This experimental approach was used to increase the use of beef hearts, sweetbreads, and kidneys; to expand home consumption of fresh and evaporated milk; and to foster giving cod liver oil and orange juice to their babies by new mothers. Other studies used similar designs to study changes in the productivity levels of factory sewing-machine operators and the decision to eat whole wheat rather than white bread by members of a students’ eating cooperative. In all of these instances, the evidence provided strong support for the use of group decision techniques in motivating change.

The underlying theory states that before change the force field is in equilibrium between forces favorable to change and those resisting it; or, as Lewin preferred to say, a quasi-stationary social equilibrium exists. For change to occur this equilibrium must be disturbed, either by adding forces favoring the desired change or by diminishing opposing forces. Ultimately, a new equilibrium is established, but in the former case at a high-tension level and in the latter case at a low-tension level. Since high tension has the potential for aggressiveness, emotionality, and a lack of constructiveness, diminishing resistance to change is usually the preferred approach to change. Group decision appears to be such an approach. Figure 3.1 provides a picture of Lewin’s force-field analysis.

Social habits represent inner resistances to change. The inner resistance must be unfrozen, usually by the action of some party external to the group, such as an environmental force. Groups hold to standards that can represent forces against change. If an individual varies widely from such a standard, that person will be ridiculed, punished, and ultimately rejected from group membership. Assuming a desire for group membership in good standing, members can be ex-
expected to hold closely to the standards of the group. However, if the group standards can be modified in some way, then the individual would be expected to change as well so as to stay close to them. This is what group decision is about—modifying group-based habits that serve to resist change.

This whole process may be conceptualized as one of first *unfreezing* the existing level, second *moving* to a new level, and then *freezing* group life on the new level so that a permanent and stable equilibrium that resists further change is established. Unfreezing is often difficult and may require different approaches under varying conditions. Accordingly, merely applying the group decision approach, for instance, to increase factory production standards without a thorough study of the circumstances, is unlikely to prove effective. Models of this unfreezing–moving–freezing kind have continued to be applied to motivate change. A recent example involves the process by which institutional change occurs (Greenwood, Suddaby, and Hinings 2002).

Lewin and Grabbe (1945) note that one way of changing an aspect of an individual is for that person to accept membership in a new group, a new culture, with different standards and values. New perceptions result from new identifications and memberships. However, in order for these changes to occur, the new group and culture cannot be forced upon the person; that only creates hostility. Belongingness to the new group must be experienced as an “in-group” feeling. To achieve this, the group must be voluntarily chosen. It has been noted that people who at one point in their lives identify with the far left end of the political spectrum (socialism, communism) may at another point come to identify with arch-conservative causes at the opposite pole. Lewin attributes these types of changes to shifting group identifications and memberships. New values are accepted as the individual comes to experience belongingness in a new in-group.

**Expansion of Agenda**

As his ideas regarding group decision making, democratic leadership, and change developed, Lewin expanded his activities into the national arena (Marrow 1969). He was instrumental in organizing the Society for the Psychological Study of Social Issues, which united various liberal groupings within the American Psychological Association and promoted action research beyond the universities. During World War II, he did morale research for the military, then community research for the American Jewish Committee. All this eventuated in his move to MIT and the Center for Group Dynamics. In this period he established a relationship with Alfred Marrow, a psychologist who also headed the family firm known as Harwood Manufacturing Company. Harwood, a textile firm, became the site for a number of well-known studies carried out by researchers from the Center for Group Dynamics, but it was Lewin who first developed the contact in order to extend his research into the industrial arena.

Another manifestation of action research was the development of sensitivity training and T-groups. This innovation is usually traced to a workshop conducted at New Britain, Connecticut’s State Teachers College in 1946 by Lewin and others from the Center for Group Dynamics (Bradford, Gibb, and Benne 1964). However, it is apparent that Lewin was doing something very similar several years before at Iowa (Papanek 1973). T-groups are often very useful as a method of unfreezing resistances in a group. The lack of structure and ambiguity create a fertile ground for new learning and new values. Clearly, in the later years of his life, Lewin moved from theory- and university-based research to action research intended to produce changes in the world around him. He often advocated engaging the subjects of research in the design and
conduct of the studies in which they participated, in order to foster a sense of “ownership” of the results and thus to facilitate change.

**Level of Aspiration**

Lewin’s statements regarding level of aspiration are important as they relate to subsequent theory and research in the area of goal setting. They are thus somewhat separate from the work on leadership climates and change processes, although field theory continues to be employed. Lewin himself was primarily a theorist in this area, basing his formulations on the research of others (Lewin 1936; Lewin, Dembo, Festinger, and Sears 1944).

Goal levels within a person’s goal structure may include a dream goal, a somewhat more realistic wish goal, the goal sought when an effort to be objective is involved, and a minimal goal should bad luck be operating. Somewhere on this scale is what the person really tries for at the time in a given situation—the action goal. Also, some ideal goals will be established above this. Knowledge of one’s standing relative to a group will have an influence here, as will individual differences with respect to seeking success and avoiding failure.

Three variables appear to play a primary role in setting goals—the seeking of success, the avoiding of failure, and a cognitive factor representing a probability judgment. These factors operate in a context involving a choice of future objective. The strength (valence) of the success and failure variables and the value of the subjective probability estimate depend on numerous factors in the life space, particularly the way past experience with the task is viewed, the standards introduced by group and cultural comparisons, and the individual’s personality.

An example of how these factors may operate in practice is given by Marrow (1972), who describes a situation at Harwood on which Lewin offered his advice. The company had moved its operations from New England to Virginia and as a consequence had to train a large number of new machine operators. The standard for acceptable production under the piece rate system was sixty units, brought with the company from New England. However, a number of apprentices were having difficulty reaching this standard during training, and turnover was unusually high. Lewin suggested that the company look into the circumstances under which people who quit experienced success and failure.

There was ample evidence that desire for success was consistently high, but fear of failure seemed to accelerate over the training period. Over time, doubts seemed to arise as to whether the sixty-unit goal was possible; progress slowed noticeably as that goal came in sight. The problem was not money, since the standard wage was guaranteed irrespective of production level. The closer they got to the goal, the less the apprentices expected to reach it. They saw how hard it was and their cognitive probabilities of goal attainment shifted accordingly. A check on turnover rates indicated that for those who reached thirty units the figure was 20 percent; at forty-five units it was up to 60 percent; at fifty-five units it was an unusually high 96 percent; over the goal of sixty units turnover dropped to 11 percent. As tension and frustrations spiraled upward more and more apprentices left the field and became turnover casualties.

The solution was to eliminate the sixty-unit goal and replace it with a series of short-range goals that rose slowly to the sixty-unit figure, thus permitting a continuing feeling of success. When this change was made, turnover decreased by more than half, and the escalating tension so apparent previously was no longer in evidence. Fear of failure had declined, and probability judgments regarding goal attainment were higher. There was no longer a reason to leave the field.
EVALUATION AND IMPACT

As Wolf (1973, 322) has noted, Lewin:

has had a significant impact upon modern management. His concepts are widely used and his students are among the dominant contributors to human relations, personnel, and industrial psychology. Yet many students of management are completely unaware of Lewin and his contributions. His name is seldom mentioned in texts dealing with management or personnel relations. The failure to recognize Lewin’s role in the evolving field of management is a serious neglect, for his philosophy of science, research methodology, and approach provide a potential for advancing the discipline of management. Kurt Lewin was an innovative researcher whose ingenuity in experimental design provides a scientific basis for many of our current concepts.

Within organizational behavior Lewin has had a major impact on organization development, on the various theories that serve to foster participative management, on work in the field of group dynamics, and on theorizing related to goal setting (see Chapter 10). Among those who contributed to the origins of organizational behavior, he is unique in that he was trained in the conduct of science and able to carry out significant research himself. Lewin brought science to the study of organizations, but he also brought humanistic and democratic values as well; in many respects his research supported his values.

CONCLUSIONS

Lewin’s contributions were diverse, but they were all made in the name of psychology. Although he died before the field of organizational behavior came into existence, his theoretical thinking has been institutionalized by scholars of organizational behavior—an honor that has been applied to just two of the seven people who contributed most to the founding of organizational behavior (see Miner 2002) and to only eleven of organizational behavior’s theories overall. It is based on an average importance rating of 5.31 on a 7-point scale.

Certainly Lewin was interested in applying his ideas to organizational practice, and he developed methods by which this could be accomplished, particularly in the areas of motivating change and fostering participative decision making. His theories were not totally valid on the evidence that exists at the present time, but they represented a solid beginning on which others could build (see in particular Chapter 12).

Lewin’s theorizing overall was tied together by his field theory, with its mathematical formulas and force-field diagrams. As such, like most of the work of other contributors to the origins of organizational behavior, it approximated grand theory. On the other hand, David McClelland, whom we will meet in the next chapter, dealt with a substantially smaller theoretical domain, yet he too built his theory gradually over much of his professional lifetime.
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Achievement motivation theory is among a group of theories rooted in formulations with regard to the human personality. Other organizational behavior theories of this type are Maslow’s need hierarchy theory and Levinson’s psychoanalytic theory applied to organizations. Need hierarchy theory has been largely discounted by subsequent research, and following Maslow’s death, it has failed to develop further, although discussions of the theory still occur in the literature (see Payne 2000). Psychoanalytic theory as applied to organizations remains active (see Levinson and Wofford 2000; Meckler, Drake, and Levinson 2003), but it has never achieved the research attention it appears to warrant. In contrast, McClelland’s theory has received substantial research support and remains an active contributor to the thinking of others, even subsequent to its author’s recent death.

The primary input to the achievement motivation theorizing on McClelland’s part came from Henry Murray, who was not himself a contributor to the organizational behavior literature. Murray was educated as a physician and came to personality theory after an early career devoted to medicine. His life spanned the years from 1893 to 1988, but his book describing
research conducted at the Harvard Psychological Clinic (Murray 1938) had the greatest influence on McClelland. There Murray presents his theory of psychological needs, which he classifies or categorizes in various ways. Among the twenty-seven needs, those for achievement, affiliation, autonomy, dominance, harm avoidance, and understanding are particularly relevant for organizational behavior. These needs are used in analyzing stories given to the pictures of his Thematic Apperception Test.

BACKGROUND

Born in 1917, McClelland attended Wesleyan University and obtained a doctorate in experimental psychology from Yale in 1941. Not long afterward he returned to Wesleyan to chair the psychology department and begin the collaboration with Atkinson and others that led to achievement motivation theory. In 1956, he moved to Harvard and by that time had converted from experimental psychology to personality theory, a field in which he has remained throughout his career. Upon his retirement from Harvard in 1987, he joined the faculty of the psychology department at Boston University as a research professor of psychology, where he remained until his death in March, 1998 (Winter 2000).

McClelland was not a member of a business school faculty at any time (McClelland 1984). His business interests are reflected, however, in his founding of McBer and Company, a consulting and contract research firm, where he served as chairman of the board for many years. His theoretical ideas have been clearly relevant for organizational behavior since the publication of The Achieving Society in 1961. In addition, he wrote frequently for business school publications (e.g., see McClelland 1962, 1965a; McClelland and Burnham [1976] 2003; Miron and McClelland 1979). Thus, he is not a psychologist whose views found their way to organizational behavior through the efforts of others; he was an active participant in the literature of the field from the early 1960s on. At that time, however, he was in his mid-forties and well into his career. Most social scientists who made the move into business schools did so at a considerably younger age.

THE EMERGENCE AND DEVELOPMENT OF THE THEORY

Achievement motivation theory receives its name from the motive that has been the dominant focus of concern since the early 1950s. In a sense, the designation is a misnomer at present. The theory has been developmental, undergoing considerable branching and, on occasion, revision. The achievement motivation construct has been stretched to include not only hope of success, but also fear of failure and even fear of success. In addition, at least two other motives—those for power and affiliation—must now be considered part of the theory.

Scope and Early Development

The domain of achievement motivation theory is much more limited than that of Lewin’s theory. It focuses on three motives (often broadly stated) and relates them to organizational behavior, or to behavior that appears to have relevance for organizations. The theory follows the three motives well beyond the organizational context into a great variety of aspects of daily life; however, our concern will be only with achievement motivation theory as related to organizations.

The theory was instigated by an investigation into the relationship between hunger needs and
the degree to which food imagery dominates thought processes (Atkinson and McClelland 1948). It was found that the longer the subjects had gone without food, the more certain food-related words appeared in stories they wrote in response to various pictures. Subsequently, this arousal-based approach to studying motives was extended to affiliation, power, aggression, sex, fear, and achievement. However, in the early years achievement motivation saw the greatest theoretical development (McClelland, Atkinson, Clark, and Lowell 1953).

In McClelland’s view, all motives are learned, becoming arranged in a hierarchy of potential for influencing behavior that varies from individual to individual. As people develop, they learn to associate positive and negative feelings with certain things that happen to and around them. Thus, achievement situations such as a challenging task may elicit feelings of pleasure, and ultimately a person may be characterized by strong achievement motivation. For such a person, achievement is directed toward the top of the motive hierarchy; it takes only minimal achievement cues to activate the expectation of pleasure and thus increase the likelihood of achievement striving. Under such circumstances, weaker motives are likely to give way to the achievement motive and assume a distinct secondary role in influencing behavior. Thus, if one asks such people to tell stories about a picture that contains potential achievement cues, their achievement motivations will be aroused, just as hunger was in the subjects deprived of food, and their stories will reflect what is on their minds—achievement.

Achievement Situations

McClelland (1961, 1962) specifies certain characteristics of the situations that are preferred by, and tend to elicit achievement striving from, people with a strong need for achievement. First and foremost, these situations permit people to attain success through their own efforts and abilities rather than through chance. Thus, these are situations in which it is possible to take personal responsibility and get personal credit for the outcome. The credit need not come from others. To such individuals, achieving through their own efforts is intrinsically satisfying.

Second, achievement situations are characterized by intermediate levels of difficulty and risk. Were the task to be too difficult, the chance of succeeding would be minimal and the probability of motive satisfaction low. In contrast, easy tasks represent things that anyone can do, thus there is little satisfaction in accomplishing them. Achievement-motivated people tend to calculate the risks involved in situations and pick those situations where they anticipate feeling slightly overextended by the challenges but not too overextended.

Third, the situation must be one in which there is clear and unambiguous feedback on the success of one’s efforts. There is little opportunity for achievement satisfaction when a person cannot tell success from failure. Thus, the situation must provide for knowledge of results within a reasonable time.

In addition to these three major features, McClelland posits two other aspects of achievement situations. They permit innovation and novel solutions, thus allowing a greater sense of satisfaction when solutions are attained, and they also require a distinct future orientation, thinking ahead and planning, or what McClelland calls “anticipation of future possibilities.”

Quite apparently, these various situational characteristics are epitomized in the entrepreneurial role, and indeed McClelland did have this role in mind as he developed his theory. In his view it is the prospect of achievement satisfaction, not money, that drives the successful entrepreneur; money is important only as a source of feedback on how one is doing. To some extent then, the theory represents a deduction from a model of entrepreneurship, but also it is derived inductively from a wide range of research studies (McClelland 1961).
Economic Development

The theory as stated to this point is important for organizational behavior because it tells about the motivation of the key individual in the founding and development of business organizations—the successful entrepreneur. However, McClelland goes on to relate achievement motivation to the economic growth and decline of whole societies, thus considerably extending the applicable scope of the theory.

The starting point for this set of propositions is Max Weber’s theory that modern capitalism arose out of the Protestant Reformation in Europe. It was Weber’s view that Protestantism, in contrast with the existing Catholicism, fostered self-reliance and working hard to make the most of what one had, as well as the rationalization of life through attempting to improve oneself in every way. Weber formulated his theory in broad social terms:

\[ \text{Protestantism and the cultural values it produced} \rightarrow \text{Economic development} \]

McClelland accepts this formulation but adds a level of psychological explanation:

\[ \text{Protestantism and its values} \downarrow \text{Independence and mastery training by parents} \downarrow \text{Development of achievement motivation in sons} \rightarrow \text{Economic development} \]

As stated, this is a theory applicable to male children only. It assumes a generational lag (roughly fifty years) between the emergence of values fostering self-reliance and economic growth. Economic decline occurs with affluence, again with a generational lag. As parents become affluent, they turn over child rearing to others, such as slaves, and the conditions for developing strong achievement motivation are lost. Lacking the driving force of the achievement need and its associated entrepreneurship, the society goes into economic eclipse.

In his formulations of the early 1960s, McClelland does not clearly distinguish the domain of his theory, and he is not yet certain about the role of power motivation in the business world, although he does view it as important. These problems are related. At some points McClelland appears to equate entrepreneurship and the management of business organizations generally, making his theory of achievement motivation an overall theory of business development and management. Thus, little room is left for power motivation to play a significant role. At other times he sees some managerial jobs, such as those in marketing and sales, as more entrepreneurial than others, thus leaving a place for the power construct. In the end, the matter is left open—“Whether \( n \) Power is an essential ingredient in managerial success, as we have argued \( n \) Achievement is, or an accidental feature of the private enterprise system, cannot be settled” (McClelland 1961, 290). Later, the theory was filled out in this regard (McClelland 1975).

Role of Power Motivation

By the mid-1970s McClelland had moved to the position that achievement motivation was of organizational significance primarily within the limited domain of entrepreneurship, and that other constructs were needed to explain managerial effectiveness in large corporations. Thus, “A high need to achieve does not equip a man to deal effectively with managing human relationships.
For instance, a salesman with high n Achievement does not necessarily make a good sales manager” (McClelland 1975). And again, “The good manager in a large company does not have a high need for achievement” (McClelland and Burnham 1976).

McClelland (1975) views power motivation as the essential ingredient for understanding and predicting managerial success, although such power needs must be couched in an appropriate motivational context to yield the desired result.

The revised theory states that power motivation may be manifested in behavior in a variety of ways and that different individuals develop different characteristic modes of expression, one of which is managing. In part at least, the mode of expression is a function of the stage to which the power motive has developed in the individual; there is a hierarchy of growth or development, and people must experience one stage to reach the next. Adults may be at any one of the four stages at a point in time, and many never rise above the first level.

At Stage I power motivation involves seeking to derive strength from others. Such people tend to attach themselves to strong people and obtain a sense of strength and power from that relationship. At Stage II the source of strength shifts to the self, and a feeling of power is derived from being oneself and “doing one’s own thing.” Here power satisfaction does not involve influencing others at all. In contrast, Stage III power motivation does involve impact on other people, including dominating them and winning out over them in competitive endeavor. Also included at this stage is the satisfaction of power needs through helping behavior, which clearly establishes the weaker status of the person helped. At Stage IV the self moves into the background, and a feeling of power is derived from influencing others for the sake of some greater good, such as corporate success.

McClelland then distinguishes between what he calls personalized power and socialized power. The former is characterized by dominance–submission and win–lose. Satisfaction comes from conquering others. In an extensive series of studies, McClelland and his colleagues have shown that this kind of power motivation can be related to heavy drinking, and that people with strong personalized power motivation experience considerable satisfaction from fantasies of power elicited under alcohol (McClelland, Davis, Kalin, and Wanner 1972).

In contrast, socialized power involves a subtle mix of power motivation and inhibition, such that there is a “concern for group goals, for finding those goals that will move men, for helping the group to formulate them, for taking initiative in providing means of achieving them, and for giving group members the feeling of competence they need to work hard for them” (McClelland 1975, 265). Power motivation is mixed with a degree of altruism and of pragmatism; it is satisfied in many ways that will work and get results, not just in aggrandizing the self.

**Adding in Affiliation Motivation**

The theoretical relationships between the various types of power motivation and managerial performance are set forth in Table 4.1. The effective organizational manager begins to emerge in late Stage III with the advent of socialized power motivation (thus the addition of inhibitory tendencies). However, individuals at lower developmental stages may function effectively in some managerial roles.

It is important to note that affiliation motivation, which in earlier formulations had received relatively little attention insofar as theoretical statements involving the field of organizational behavior were concerned, now assumes a significant role. If affiliative needs are too strong, the consequences for managerial effectiveness are said to be negative. McClelland and Burnham (1976, 103) explain this proposition as follows: “For a bureaucracy to function effectively, those
who manage it must be universalistic in applying rules. That is, if they make exceptions for the particular needs of individuals, the whole system will break down. The manager with a high need for being liked is precisely the one who wants to stay on good terms with everybody, and, therefore, is the one most likely to make exceptions in terms of particular needs.” In other words, strong affiliation motivation interferes with and subverts effective managerial performance. It may have similar effects on the relationship between achievement motivation and entrepreneurial success.

On the other hand, McClelland (1975) does accept a formulation originally put forth and documented by Litwin and Siebrecht (1967) that for managers who perform in an integrator role, such as project and product managers, a more balanced motivational pattern is desirable, perhaps even with affiliative needs stronger than power needs. Such individuals have little position power and need to work through personal relationships.

### Varying Concepts of Power

Not all theorists associated with the achievement motivation viewpoint advocate stances identical to that of McClelland regarding the nature of power motivation. The positions taken by Veroff and Veroff (1972) and Winter (1973) vary at several points, even though both are generally aligned with the McClelland approach to motivation and its study.

The Veroffs take the position that power motivation is primarily a negative process involving the avoidance of feelings of weakness. Although McClelland would agree that such motivation exists, especially in the early stages of motivational development, it is certainly not his prevailing view of power needs in the organizational context.

Winter posits hope of power and fear of power as two distinct motivational processes, which appear to have much in common with the personalized and socialized categories but are not the same. Hope of power, for instance, is viewed as a source of excessive drinking and of organizational effectiveness. Fear of power is not entirely allied with altruistic power striving; it accounts

---

**Table 4.1**

**Development of the Power Motive and Managerial Performance**

<table>
<thead>
<tr>
<th>Maturity stage</th>
<th>Motivational pattern</th>
<th>Effect on management</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>Desire to influence others is low; in this sense power motivation is low</td>
<td>Generally not assertive enough to manage well</td>
</tr>
<tr>
<td>II</td>
<td>Power motivation expressed in ways having little to do with others</td>
<td>Not related to managing</td>
</tr>
<tr>
<td>III (early)</td>
<td>High power motivation coupled with low inhibition and low affiliation motivation</td>
<td>The conquistador pattern of the feudal lord</td>
</tr>
<tr>
<td>III (late)</td>
<td>High power motivation coupled with high inhibition and low affiliation motivation</td>
<td>The imperial pattern; personalized power shades into socialized power</td>
</tr>
<tr>
<td>IV</td>
<td>High power motivation of an altruistic type coupled with high inhibition and low affiliation motivation</td>
<td>Selfless leadership and efficient organizational management</td>
</tr>
</tbody>
</table>

*Source: Adapted from McClelland (1975, 264).*
for various kinds of emotional pathology as well. Thus, regarding the McClelland socialized/personalized differentiation, Winter (1973, 163) says, “I do not think that power can be so neatly divided into ‘good’ and ‘bad’ . . . both aspects of the power motive are mixed.”

**Motivational Change and Development**

An aspect of the McClelland theory relates to the acquisition of motives. Motives that are important for business development and effective continued operation, such as achievement needs and the socialized power motive, are said to be subject to the effects of appropriate educational processes (McClelland 1965b; McClelland and Winter 1969). What is proposed is that these motives can be moved to a more dominant position in the individual motive hierarchy and thus exert a more pervasive influence on behavior.

Educational efforts of this kind are considered most likely to “work” under certain circumstances:

1. when the person has numerous reasons to believe that he can, will, or should develop the motive;
2. when developing the motive appears to be rational in light of career and life situation considerations;
3. when the individual understands the meaning and various aspects of the motive;
4. when this understanding of the motive is linked to actions and behavior;
5. when the understanding is closely tied to everyday events;
6. when the motive is viewed positively as contributing to an improved self-image;
7. when the motive is viewed as consistent with prevailing cultural values;
8. when the individual commits himself to achieving concrete goals that are related to the motive;
9. when the individual maintains progress toward attaining these goals;
10. when the environment in which change occurs is one in which the person feels supported and respected as an individual who can guide his own future;
11. when the environment dramatizes the importance of self-study and makes it an important value of the group involved in the change effort; and
12. when the motive is viewed as an indication of membership in a new reference group.

**Other Innovations Including Competency Modeling**

Subsequent to when the preceding formulations were advanced, McClelland devoted his energies to integrating his views with others and thus into a more general theory of human motivation and behavior (e.g., see McClelland 1985). Although potentially useful for organizational behavior, these ideas were not cast in such a way as to focus on the issues of that field at the time.

A second thrust was concerned with the study of human competence at work (see McClelland 1973, 1994, 1998; Spencer and Spencer 1993). McClelland is credited with this work in launching the competency movement (Rodriguez, Patel, Bright, Gregory, and Gowing 2002). This approach folds the theory of achievement, power, and affiliation motives into a more comprehensive framework to determine what makes for higher levels of competence in various positions. It is not so much a theory of human competence or performance as a procedure for studying such factors as motives, traits, self-concepts, knowledge, and skills as they interact to produce superior as opposed to average performance. This competency framework has spawned a great many deriva-
tives over the years and a substantial consulting industry as well (Shippmann, Ash, Carr, Hesketh, Pearlmans, Battista, Eyde, Kehoe, Prien, and Sanchez 2000). In some cases these alternative approaches have moved to procedures that no longer include psychological testing of any kind (see Sandberg 2000).

EVALUATION AND IMPACT

Achievement motivation theory had its origins in research that measured the effects of motive-arousing stimuli through the analysis of stories told by the subjects after they saw appropriate pictures. Thus, measures of major variables were present from the beginning.

Measurement Procedures

The method of choice in measuring the various motives of achievement motivation theory has been to utilize derivatives of the Thematic Apperception Test (TAT) originally developed by Murray, relying on content scoring procedures that have their origins in clinical practice. Typically, from four to six pictures are used, selected to focus on the motive of greatest concern. Each picture is exposed briefly, from 10 to 20 seconds, and the subject is then asked to write a story about it within a specified time interval, usually 5 minutes. The story is to contain answers to the following questions:

1. What is happening? Who are the people?
2. What has led up to this situation? That is, what has happened in the past?
3. What is being thought? What is wanted? By whom?
4. What will happen? What will be done?

This procedure is much more structured than the traditional one used in clinical practice. There the pictures tend to be more ambiguous, there are no set time intervals for viewing the pictures and providing stories, the stories usually are given orally and recorded, and the instructions are not fully repeated for each picture. In addition, the original TAT contained twenty pictures (Morgan 2003). The achievement motivation theory TATs have the advantages of permitting group administration and greater manageability, but they lose something in the richness of fantasy content. Nevertheless, they remain projective in nature and thus do permit the measurement of unconscious motives.

Over the years a number of self-report measures that use a multiple choice format have been developed as substitutes for the TAT. Being less cumbersome to administer and score, these approaches are attractive. Considerable tension has become manifest between advocates of the projective TAT and advocates of the more objective self-report procedures. Only recently have answers begun to emerge as to the relative merits of the two.

Projective measurement places heavy demands on the scorer. A coding system must be developed, learned, and applied consistently. In developing a coding system for a particular motive, the preferred approach among achievement motivation theorists has been to compare stories produced in neutral and motive-arousal situations and generate a scoring system from the differences. An alternative occasionally used is to compare groups of known high and low characteristic motivational levels. In either case the coding systems are typically very detailed, and numerous examples are provided. When sufficient time is spent learning these coding systems, quite high levels of agreement can be achieved among different scorers.

Self-report procedures do not face this problem of scorer reliability. However, the items and
the multiple choice alternatives must be developed based on a considerable understanding of what is to be measured and how to go about doing so. With regard to achievement motivation, at least, that understanding often has not been present. The result is that many self-report scales do not measure the totality of the achievement motivation construct (Kanfer and Heggestad 1997).

A major argument against the TAT approach has been that even with adequate scorer reliability, test reliability is inadequate. There are many problems inherent in determining the reliability of projective techniques, and consequently the correlations reported may have underestimated the reliability of the TAT measures. There is now good reason to believe this is the case (McClelland 1985). Accordingly, knowledgeable scholars have increasingly come to the conclusion that projective measures work at least as well as those of a self-report nature (Hogan 1991).

To test this conclusion, Spangler (1992) has carried out meta-analyses utilizing a large number of studies. His results support McClelland’s contentions regarding the TAT. In fact, TAT-based correlations with outcome criteria were significantly higher than self-report correlations. Under the conditions specified by the theory, the TAT validities are sizable. Furthermore, a low but significant correlation was found between the two approaches to achievement motivation. This would appear to explain why both have on occasion proven useful in predicting performance indexes. An approach utilizing the sentence completion method (also projective in nature) has produced very promising results (Miner 2004), but it was not included in the Spangler (1992) analysis. The particular sentence completion scale involved measures the components of task role motivation theory—components that are almost identical to those of McClelland’s achievement situation.

I should also note that there is clear evidence that projective and self-report measures tend to deal with somewhat different constructs, even when on their face they are treating similar variables. McClelland, Koestner, and Weinberger (1989) indicated this and presented evidence to this effect. The two constructs indicate different levels of awareness and involve different modes of information processing. The implicit motives measured by the TAT reflect “hot, affective experiences congruent with the implicit goal state”; explicit motives measured by self-report indexes reflect “events corresponding to self-descriptions and values” (Woike and McAdams 2001, 10). Apparently, these varying constructs can produce correlations with dependent variables that are in fact in opposite directions. This has been found to be true of risk-taking propensities among entrepreneurs (Miner and Raju 2004; Stewart and Roth 2001), where risk avoidance appears characteristic given projective measurement, and risk proneness is found with self-report measures. Thus, it is important to measure implicit motivation when testing McClelland’s theory and to use a projective measure; this caveat is inherent in the theory.

Achievement Motivation and Entrepreneurship

Substantial evidence exists to the effect that individuals who start their own businesses and make them succeed tend to have high levels of achievement motivation. Furthermore, the growth and success of such entrepreneurial enterprises are closely related to the achievement needs of the founder. Thus, the prototype achievement situation (personal responsibility and credit, minimal risk taking, feedback, opportunity for innovation, and future orientation) turns out to provide fertile ground for the efforts of the highly achievement-motivated person.

A study conducted in Ecuador, Malawi, and India utilizing the competency approach consistently found that stronger achievement motivation differentiated superior entrepreneurs from those whose success was at the average level (Spencer and Spencer 1993). Baum, Locke, and Kirkpatrick (1998) indicate that vision attributes and content, involving planning and establishing goals, op-
erate to cause growth of entrepreneurial firms. This reflects the operation of at least one component of achievement motivation.

**Achievement Motivation and Economic Development**

The primary source of data on achievement and economic development is McClelland’s (1961) book *The Achieving Society*. This work contains a mass of data focused on the achievement motivation–economic development relationship.

Because TAT protocols on past societies were not available, various substitutes were used and scored in a manner as analogous to the TAT scoring procedure as possible. The objective was to utilize cultural products that represented distillations of the values and valued motives of the society, especially those related to transmitting the culture to future generations. Thus, indexes of achievement motivation were derived from folk tales, school readers for children, cultural artifacts, characteristic literature, and other sources.

This research indicated many relationships between achievement imagery and economic growth, often established in terms of electric power output. However, there is a lag of many years between cause and effect.

Data on the United States from 1800 to 1950 have been developed using fourth grade readers to generate achievement motivation scores and the rate of recorded patents as an index of economic activity (deCharms and Moeller 1962). The data show a steady rise in achievement imagery until 1890 and then a steady decline, which by 1950 had reached the 1850 level. A similar curve was found for the patent data, but the familiar lag between the two indexes was much less in evidence, perhaps because patents must precede actual production by a number of years.

Although the support for an achievement motivation theory of economic development is strong, there is reason to believe that other factors, and even other motives, may also be involved. For instance, low levels of affiliation motivation have consistently been found to be precursors of economic growth. Power motivation appears to be an important factor in the larger countries, particularly those already more industrialized. The role of affiliation motivation is also in evidence in the study of the United States (deCharms and Moeller 1962), with lower levels of motivation characterizing the period of greatest growth. McClelland himself (1966) has shown that educational level operates independently of achievement motivation, yet it contributes sizably to economic growth.

The net effect of findings such as these has been a decline in research along the lines that McClelland originally advocated. A quote from a review of the subject provides insight into what has happened:

> [C]onfronted by evidence that psychology probably accounts for a very small proportion of the variance in macroeconomic well being, by warnings that the encouragement of entrepreneurship in settings where the opportunity structure is deficient may produce frustration and domestic or international turmoil, and by evidence that in some societies achievement is defined explicitly in terms of group norms rather than individual accomplishment, interest in studying achievement motivation cross-culturally waned. (Segall 1986, 543)

There is also a problem in that the time span between rises in motivation and measured economic growth is quite variable in different studies. Factors affecting this lag need much more investigation. In general the theory appears to apply primarily to less developed countries rather than to growth in that sector of the world dominated by large multinational corporations. The concepts related to the Protestant ethic and independence training of sons receive only mixed support as well. It appears, for instance, that the most important factor in the development of achievement motivation is not independence training, but exposure to a parental role model of an entrepreneurial nature.
Power Motivation and Management

The theory as it relates to power motivation has been the subject of considerable confirmatory research in recent years. Particularly impressive is a long-term predictive study conducted at AT&T. The results given in Table 4.2 indicate that socialized power, reflecting a combination of high power, low affiliation, and high inhibition (see Table 4.1), leads to more promotions (McClelland and Boyatzis 1982). This does not hold for technical managers, however, where specialized skills other than the managerial may play a significant role in the work. Winter (1991) carried out an analysis of this same data set utilizing TAT measures of power and responsibility (rather than power, affiliation, and inhibition) and obtained essentially the same results. Note that in both instances power motivation played a key role in the prediction process.

In another major study, House, Spangler, and Woycke (1991) utilized this same predictive pattern involving power motivation to analyze the inaugural addresses of U.S. presidents. These data were then compared with various historical indexes of presidential performance. The power motivation pattern was quite effective as a predictor.

Enough is known now to make it clear that power motivation is a strong predictor of management success at least among males. Yet as McClelland (1975) notes, there are situations where achievement motivation emerges as a better predictor for managers. House and Aditya (1997), after reviewing the relevant literature, conclude that a need to specify the boundary conditions under which the theory holds remains a problem. Given the apparent convergence with hierarchic role motivation theory, which incorporates several measures of power motivation as well as of potential inhibitors, it may be that the best way of delimiting the theoretical domain would be in terms of bureaucratic theory (Miner 1993).

Research Using Female Subjects

As noted, achievement motivation theory is intended more for males than females, partly because of the independence training aspect and partly because the scoring system that operationalizes the
theory was developed using male subjects. The result has been that when females have been studied, the results often have not been the same as those found with males; in fact, there frequently have been no results at all, where results might have been expected. Fear of success appears to be much more prevalent among females, thus lowering their achievement motivation scores. Yet achievement motivation has been found to play a significant role in the personality dynamics of many female entrepreneurs (Langan-Fox and Roth 1995). However, a study of female managers within AT&T did not yield the same results as for male managers. The type of power motivation that made for success was distinctly different and high inhibition did not operate in the same manner at all (Jacobs and McClelland 1994).

Research on Motivational Development

The hypothesis that motives can be moved up the individual hierarchy, and thus made to exert more extensive influence on behavior through exposure to appropriate training, has been generally confirmed. Although most of the research has been conducted with achievement motivation training, there are some data on the development of power motivation.

The major thrusts of achievement motivation training have been in the development of capitalism among black people in the United States, in stimulating economic growth in less developed countries, and in producing better performance from schoolchildren, especially disadvantaged children. A typical course lasts roughly a week and includes games and simulations, goal-setting and planning, lectures, TAT analysis, case discussions, films, action team discussions, and contests in achievement thinking. The objective is to induce the twelve conditions hypothesized to be conducive to motivational change.

There is considerable evidence now that such achievement motivation training does increase the target motive, and that given appropriate external circumstances, this increased motivation will yield expanded entrepreneurial behavior (McClelland and Winter 1969; Miron and McClelland 1979; Spencer and Spencer 1993). However, the training should not be used indiscriminately. Developing achievement motivation in an individual whose environment does not permit satisfaction of the motive can be self-defeating. In the past when this has been done, the people involved have either left the environment (quit to take more gratifying jobs) or attempted to change the existing environment through pressure tactics and other conflict-generating efforts.

On theoretical grounds, power motivation training should be equally effective, and there is some evidence to this effect. However, data for courses utilizing the McClelland format are not extensive. On the other hand, if managerial role motivation training, which appears to produce much the same motivational effects, is added to the McClelland evidence, the picture becomes much more positive (Miner 1993).

Evidence from Recent Reviews

A number of reviews dealing with achievement motivation theory have appeared in the last few years. Taken as a whole these reviews provide the most comprehensive evaluation of the research currently available. One of these evaluations (Rauch and Frese 2000) draws upon only a selected set of studies and incorporates self-report measures as well as projective measures. Nevertheless, it finds correlations averaging in the low 0.20s in support of the McClelland theory. Risk avoidance is found to be slightly positively correlated with success, but the average relationship is significant. These results provide overall support for the theory, but with the proviso that certain environmental conditions not specified by McClelland operate as well.
A review by Aditya, House, and Kerr (2000), which draws upon several unpublished sources and a rather wide range of studies, also reports validities in the low 0.20s for achievement motivation, but this effect occurs only in small firms. Power motivation was found to be similarly important but not always in large firms as hypothesized.

Shane, Locke, and Collins (2003) looked into a number of the same data sources as did Aditya, House, and Kerr (2000), plus information Locke (2000) accumulated on major wealth creators. Their overall conclusion with regard to achievement motivation was that it can play a very useful role in explaining entrepreneurial activity. Mean $r$'s in the high 0.20s and 0.30s are noted.

These conclusions are uniformly supportive of the McClelland theory as far as they apply. However, an additional review (Vecchio 2003), although generally positive, notes that results have not always been supportive. Thus a longitudinal study over an eleven-year period found that the TAT measure of achievement motivation did not predict the subsequent start of a new business with any significance at all (Hansemann 2000).

Extending this evaluation process to McClelland’s version of competency testing where tests (and sometimes interview data) for knowledge, skills, abilities, traits, and motives are set in opposition to the usual intelligence and scholastic aptitude measures, the overall evidence appears to be positive also (Shippmann et al. 2000). The personality measures do predict (Spencer and Spencer, 1993). On the other hand, it has become increasingly apparent that McClelland (1973) was incorrect in disparaging the predictive power of cognitive tests; they too can predict (Barrett and Depinet 1991). In fact, substantial evidence exists that psychological testing overall is quite effective and that the validity of psychological tests is comparable to what is obtained with medical tests (Meyer, Finn, Eyde, Kay, Moreland, Dies, Eisman, Kubiszyn, and Reed 2001).

CONCLUSIONS

McClelland’s was a very fertile mind that took him in many directions, not unlike Lewin. Yet the broad brush that encompasses achievement motivation theory maintains a degree of connectedness. In some of his ideas, and his research designs as well, McClelland got somewhat ahead of himself and leaves some of the logical dots unconnected, but this is not the norm. As the stars in the box indicate, the ratings by peers of the importance attained by achievement motivation theory, as well as the other evaluation points, are all very high. The mean importance rating is 5.15 and, although the evidence is not sufficient to award the label of institutionalized, a trend in that direction does exist.

Validity is at a high level with a rating of 4 stars, but there are misses, as in the case of economic development, and the average correlations tend to be somewhat lower than might have been expected, simply because certain studies did not yield consistent support. How the theory applies to females is still not completely settled.

The usefulness of McClelland’s theorizing is not possible to question, however. He founded a company to spread and develop his ideas, and he grew it to a point where it sold to a major player in the field (Hay Associates); he initiated competency modeling and began an approach that has provided considerable input to consulting practice; he created a variety of training and development programs to instill both achievement and power motivation, conducting evaluation research on these programs and doing this around the world. There is more, but this is sufficient—the 5 stars are clearly appropriate.

In Chapter 5 we will consider a theory that also is rooted in personality theory, but that focuses on job enrichment, a procedure intended to give employees a greater role in their work. Thus, the discussion of personality-oriented approaches to motivation continues in the next chapter, but the tack taken by Herzberg is quite different from McClelland’s.
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The theory to which we now turn often is referred to as the two-factor theory, a designation that has its rationale in the dual nature of its approach to the sources of job satisfaction, and ultimately job motivation. The prime generator of the theory, Frederick Herzberg, prefers the term motivation-hygiene; therefore, this designation is used here. The initial source of the theory was a comprehensive review of the literature on job attitudes and satisfaction undertaken by Herzberg and his associates at Psychological Service of Pittsburgh (Herzberg, Mausner, Peterson, and Capwell 1957). This review revealed often conflicting results, although with some slight overall tendency for job satisfaction to be positively correlated with job performance levels. To this finding Herzberg added an insight derived from his background in the field of mental health—the idea that mental health is not just the obverse of mental illness, but rather a totally separate process. He developed the hypothesis that a similar discontinuity exists in the field of job satisfaction (Herzberg 1976). Subsequent research produced a list of factors that contribute to satisfaction at work (motivation factors), and another separate list of factors that contribute to dissatisfaction (hygiene factors). Thus, the theory is an amalgam of deductive and inductive components so closely intertwined with the early research that the two cannot be separated effectively (Herzberg, Mausner, and Snyderman 1959). Out of this theoretical framework came a concept of job enrichment that proved to be particularly attractive to management (see Herzberg [1968] 2003).
Job enrichment as such appears to have begun with a project initiated at IBM in the mid-1940s (Walker 1962). At that time the approach was called job enlargement. However, it included both adding tasks to a job horizontally (strictly speaking, job enlargement) and adding requirements for greater skill and judgment, thus enriching the job vertically. The intent even at this early point was to introduce more interest, variety, and significance into the work.

This approach spread within IBM and eventually to other companies. It arose out of practical concerns and initially was devoid of theory. Scientific management had produced a simplification of many manufacturing jobs with the result that both the content and skills required shrank. It was only natural that the cycle would eventually swing back the other way. Yet theorists and advocates with strong humanist values flocked to job enrichment quickly. They saw their work as reversing what they regarded as the dysfunctional application of scientific management. During the 1960s, this groundswell built to the point where demonstration projects seemed to be everywhere. By the early 1970s, job enrichment was being endorsed as a solution to the country’s productivity problems by the U.S. Department of Health, Education, and Welfare (1972).

BACKGROUND

Born in 1923, Frederick Herzberg grew up in New York City and went to college at City University there. After service during World War II in Europe, he completed his undergraduate degree in psychology and moved on to graduate work in the field at the University of Pittsburgh. There he obtained a Ph.D. in clinical psychology after an internship at Mayview State Hospital, and also a Master of Public Health degree (Herzberg 1993). He was awarded a doctorate in 1950 at the age of twenty-seven. In the early 1950s his publications were primarily in the clinical area (the Rorschach, electro-shock therapy, etc.), but during that decade he gradually came to write and work in industrial psychology.

For a while he was employed by John Flanagan, who developed the critical incident technique for job study and performance appraisal, at the American Institutes for Research; later he joined Psychological Service of Pittsburgh. In 1960 he accepted a joint appointment in psychology and in the medical school with Case Western Reserve University in Cleveland. There he wrote on his theory, published several related articles in the Harvard Business Review, became heavily involved in consulting and speaking on job enrichment, and headed a graduate program in industrial mental health. Clearly, Herzberg had been very close to the business school boundary for some time, but it was not until 1972 that he crossed it, becoming a professor of management at the University of Utah. He remained there throughout his career since that time. He died in January 2000.

EVOLUTION OF THE THEORY

Herzberg was a self-confessed humanist, as became increasingly evident as his thinking progressed. His motivation-hygiene theory is presented in three volumes (Herzberg, Mausner, and Snyderman 1959; Herzberg 1966, 1976). The most recent of these is primarily a compendium of articles previously published, the majority of them in the early 1970s. Although the basics of the theory established in 1959 have remained firm, Herzberg has elaborated considerably on them since then.
The Motivation to Work

The first volume promulgating the theory also contains a detailed report of the initial research. This research sought to explore two hypotheses:

1. The factors causing positive job attitudes and those causing negative attitudes are different.
2. The factors and the performance or personal effects associated with sequences of job events extending over long time periods differ from those associated with sequences of events of short duration.

Based on certain outcomes of this research, the factors leading to job satisfaction and to job dissatisfaction were specified and thus became part of the theory. Job satisfaction is viewed as an outgrowth of achievement, recognition (verbal), the work itself (challenging), responsibility, and advancement (promotion). These five factors are considered to be closely related both conceptually and empirically. When they are present in a job, the individual’s basic needs will be satisfied and positive feelings as well as improved performance will result. The basic needs specified are those related to personal growth and self-actualization, and these are said to be satisfied by the five intrinsic aspects of the work itself.

In contrast, job dissatisfaction results from a different set of factors, all of which characterize the context in which the work is performed. These are company policy and administrative practices, supervision (technical quality), interpersonal relations (especially with supervision), physical working conditions, job security, benefits, and salary. These dissatisfiers, or hygiene factors, when appropriately provided, can serve to remove dissatisfaction and improve performance up to a point, but they cannot be relied upon to generate really positive job feelings or the high levels of performance that are potentially possible. To accomplish these outcomes, management must shift gears and move into motivation.

This means that good hygiene should be provided, but that it will yield benefits only up to a certain point. Beyond that, the focus needs to be on the intrinsic aspects of the work itself, not on its context: “[J]obs must be restructured to increase to the maximum the ability of workers to achieve goals meaningfully related to the doing of the job. . . . [T]he individual should have some measure of control over the way in which the job is done in order to realize a sense of achievement and of personal growth” (Herzberg, Mausner, and Snyderman 1959, 132).

Work and the Nature of Man

With this second book Herzberg (1966) began to add philosophical embellishments to what had been an eminently scientific and testable theory. Thus, the fringe benefits and other hygiene factors provided by large corporations were equated with the welfare state, and the motivation-hygiene distinction was extended beyond the work context through the use of extensive biblical analogies. More specifically, mankind was described as possessing two sets of basic needs—animal needs relating to environmental survival, and human needs relating to “the tasks with which he is uniquely involved.” The former needs are allied with the notion of mankind as sinful and perpetually condemned to suffer and avoid suffering, as epitomized by Adam’s fall. In addition, mankind may be characterized, like Abraham, as a capable being possessing innate potential and created in the image of God.

Herzberg (1966, 56) summarizes his expanded position regarding human motivation:
THEORIES OF MOTIVATION

The human animal has two categories of needs. One set stems from his animal disposition, that side of him previously referred to as the Adam view of man; it is centered on the avoidance of loss of life, hunger, pain, sexual deprivation and in other primary drives, in addition to the infinite varieties of learned fears that become attached to these basic drives. The other segment of man’s nature, according to the Abraham concept of the human being, is man’s compelling urge to realize his own potentiality by continuous psychological growth. . . . These two characteristics must be constantly viewed as having separate biological, psychological and existential origins.

Although most people are best characterized in terms of both sets of needs, Herzberg also described individuals who are dominated by one set or the other. Thus, there are high growth-oriented people who actually experience what they interpret as unhappiness when deprived of motivators, and there are people who are fixated on hygiene-seeking, such as the mentally ill.

Hygiene seekers are generally considered to be poor risks for a company, because they tend to be motivated over short time periods and require constant doses of external reward; they cannot be relied upon in crisis. Furthermore, a lack of motivators in a job tends to sensitize people to any lack of hygiene factors, with the result that more and more hygiene must be provided to obtain the same level of performance. Herzberg emphasizes strongly the need for companies to build motivators into their jobs.

To facilitate this, he recommends that industrial relations departments be organized into two formal divisions, one to deal with hygiene matters and the other to deal with motivators. Assuming that most current departments are focused largely on hygiene, he devotes primary attention to what would be added with the division concerned with motivator needs. Among the tasks recommended are re-education of organization members to a motivator orientation (from the current welfare orientation), job enlargement, and remedial work in the areas of technological obsolescence, poor employee performance, and administrative failure.

The Managerial Choice

The third presentation of motivation-hygiene theory (Herzberg 1976) places much greater emphasis on job enrichment applications. However, it also extends the theory in several respects. One such extension utilizes the two-factor concept to develop typologies of workers. The normal types are described as follows:

1. The person who has both hygiene and motivator fulfillment, who is not unhappy (hygiene) and is also very happy (motivation).
2. The person who is on both need systems but has little fulfillment in the hygiene area even though motivator satisfaction is good. Such a “starving artist” is both unhappy and happy.
3. The person who is also on both need systems but whose satisfactions are reversed—hygienes are good but motivators are poor; such people are not unhappy but neither are they happy.
4. The down and out person who is lacking in fulfillment generally and is both unhappy and lacking in happiness.

To these four, Herzberg adds certain abnormal profiles that characterize people who are not actually on the motivator dimension at all and who attempt to substitute increased hygiene for this
motivator deficiency. Such people may also resort to psychological mechanisms, such as denial of their hygiene needs and fantasized motivator satisfaction, which further compound their hygiene problems. In these pathological instances an inversion occurs in that fulfillment of hygiene needs may be viewed as satisfying, not merely as an avoidance of dissatisfaction.

A distinction is also made within the motivator factors. Achievement and recognition are described as preparatory in nature and as having, in common with hygiene factors, relatively short-term effects. The work itself, responsibility, and growth and advancement are generators that truly motivate people. In job redesign, these latter factors should be emphasized.

Throughout his writings Herzberg has wrestled with the role of salary. The most frequently stated position is that it is a hygiene factor. Yet there are contradictory statements in the 1976 book, which contains articles published at different times. A 1971 article clearly states, “Money is a hygiene factor” (Herzberg 1976, 305). But in 1974, the following statement appears, “Because of its ubiquitous nature, salary commonly shows up as a motivator as well as hygiene. Although primarily a hygiene factor, it also often takes on some of the properties of a motivator, with dynamics similar to those of recognition for achievement” (Herzberg 1976, 71). It appears that the motivation-hygiene problem created by compensation is very similar to the problem created by power motivation in the development of achievement motivation theory (see Chapter 4).

A final point that needs to be made is that Herzberg gradually became increasingly critical of his fellow social scientists and of alternative theories. His justification was that he was attacked first. Others may well view what he considers attacks as merely the presentation of objective scientific evidence. In any event, Herzberg (1976, 54–55) resorted to statements such as the following:

Engrossed with their artificial measures and rarified statistics, social scientists have too long neglected the language and experience of people at work. . . . Their error is attempting to manipulate their instruments to produce a relationship that simply does not reflect the psychological and organizational realities in many companies.

Are such statements attempts to play to the stereotypes of management practitioners, as some have charged, or do they represent valid, scientific criticism? Certainly they reflect the existence of considerable controversy. The answers, though, must be found in an objective evaluation of the research evidence.

APPLICATIONS TO JOB ENRICHMENT

From the beginning, Herzberg advocated restructuring jobs to place greater reliance on motivators. The techniques of this kind that evolved over the years came to be designated by the term orthodox job enrichment, to differentiate them from similar approaches that do not have their origins in motivation-hygiene theory. Although Herzberg was a major influence in the development of job redesign procedures, a great deal has happened in this area that is not attributable either to him or his theory. Furthermore, his self-designation as “father of job enrichment” may be only partially correct, because efforts of this kind can be traced back many years, as noted previously.

The Process of Orthodox Job Enrichment

Herzberg (1976) makes a strong point that what he is not talking about is participative management, sociotechnical systems, industrial democracy, or organizational development. Yet there is a
marked tendency for a great variety of activities to creep into and become part of a job enrichment effort. Orthodox job enrichment by definition involves only the introduction of motivators into a job, not hygienes. Yet, pay raises and various interpersonal factors have accompanied such efforts on occasion. Accordingly, it is important to understand clearly what is implied by the term.

Herzberg (1976, 114–116) has identified a number of factors that, although not limited to orthodox job enrichment alone, are primary to the approach:

1. Direct feedback of performance results to the employee in a nonevaluative manner and usually not through a superior. An example would be targets on a rifle range that fall down when hit.
2. The existence of a customer or client either within or outside the organization for whom work is performed. The unit assemblers who depend on the outcome of various prior manufacturing operations fit this designation; so do a salesperson’s external customers.
3. The opportunity for individuals to feel that they are growing psychologically through new learning that is meaningful. For instance, a laboratory technician may be given a chance to learn many skills utilized by a research scientist.
4. Being able to schedule one’s own work, with requirements set by realistic deadlines. Thus, work breaks might be taken when scheduled by the individual, not management.
5. Doing the job in one’s own unique manner and utilizing time accordingly. As an example, individuals who finish their tasks ahead of time can be allowed to use the remaining work periods as they see fit.
6. Providing employees with mini-budgets that make them directly responsible for costs. In this way, cost and profit centers are pushed down to the lowest possible level, where employees may be authorized to approve expenditures within realistic limits.
7. Communication with the individuals needed to get the job done regardless of any possible hierarchic constraints. Accordingly, an employee whose work requires discussion with a supervisor in another department would be permitted to do so directly.
8. Maintaining individual accountability for results. For instance, responsibility for quality control may be taken away from a supervisor or external unit and built back into the job.

An indication of what these changes may involve is provided by a job enrichment program carried out within a sales unit:

1. Reports on each customer call were eliminated. Salespeople were to use their own discretion in passing on information to or making requests of management.
2. Salespeople determined their own calling frequencies and kept records only as might be needed for purposes such as staff reviews.
3. The technical service department agreed to provide service as needed by the individual salesperson. Communication between salesperson and technician was direct, with any needed paperwork cleared after the event.
4. If customers complained about product performance, salespeople could make settlements of up to $250 if they considered it appropriate.
5. When faulty material was delivered or customers proved to be overstocked, salespeople could deal with these issues directly, with no limit on sales value of material returned.
6. Salespeople were given a discretionary range of about 10 percent on quoted prices for most items, although quotations other than list did have to be reported to management (Herzberg 1976, 145).
Results at AT&T

One of the first applications of job enrichment in which Herzberg was directly involved occurred at AT&T (Ford 1969, 1973). The initial study was conducted in the treasury department among clerical personnel who answer inquiries from AT&T shareholders. Job changes were introduced for certain employees with the objective of providing greater opportunities for achievement, recognition, responsibility, advancement, and psychological growth. The jobs of other employees remained unchanged. The results are described as follows:

The achieving or experimental group clearly exceeded the control and uncommitted groups on a variety of criteria, such as turnover, the quality of customer service, productivity, lowered costs, lower absence rates, and source of managerial upgrading. . . . [O]nly the experimental group members felt significantly better about the task at which they work. The upward change in this group is most striking. (Ford 1969, 39)

Because of this result, the program was expanded into a variety of departments—commercial, comptroller, plant, traffic, and engineering. In most cases the practice of comparing experimental (enriched jobs) and control (job not enriched) groups was continued. The overall results were very favorable, although there were instances when job enrichment did not have much effect. Some supervisors clearly resisted it, and 10 to 15 percent of the employees did not want the added responsibility. Blue-collar employees proved most resistant to enrichment.

Results in the U.S. Air Force

Another program of job enrichment was initiated at Hill Air Force Base in Utah after Herzberg arrived in the state but then spread to a number of other installations (Herzberg 1976, 1977; Herzberg and Zautra 1976). The enriched jobs vary from aircraft maintenance to routine clerical and from contract document preparation to foreign military sales. Results obtained with the initial eleven jobs that were changed indicated savings of over $250,000 in a ten-month period. The largest part of this saving occurred in two aircraft maintenance activities; several projects ran into considerable difficulty and did not yield tangible benefits. When tangible benefits were obtained, the return included reduced costs for materials, fuel, and personnel, and increased units of production.

When the program was subsequently expanded:

The results were dramatic: a $1.75 million saving in 2 years on 29 projects that had matured to the point where careful auditing of savings was possible. The dollar benefits accrued from reduced sick leave, a lower rate of personnel turnover, less overtime and rework, a reduction in man-hours, and material savings. (Herzberg 1977, 25)

Table 5.1 contains data on reported increases in job satisfaction experienced over twelve months prior to job enrichment and again during the months of job change. It is apparent that job satisfaction did increase and that all motivators studied except recognition also showed an increase. Data on hygiene factors were not obtained.

EVALUATION AND IMPACT

It is to Herzberg’s credit that he proposed measures of his theoretical variables when the theory was first presented, and that he has conducted research on the theory from the beginning. As
might be expected, these circumstances have served to stimulate considerable research by others. The result has been that both Herzberg’s measures and his interpretation of his findings have been seriously challenged. To understand what has happened, it is necessary to start with the original research that spawned motivation-hygiene theory (Herzberg, Mausner, and Snyderman 1959).

### The Original Study

The measurement procedure developed by Herzberg and his associates was a derivative of the critical incident technique that had been utilized previously by Flanagan (1954), primarily in the evaluation of job performance. However, while Flanagan asked his subjects to focus on good and bad performance, Herzberg asked for incidents describing “a time when you felt exceptionally good or a time when you felt exceptionally bad about your job, either a long-range sequence of events or a short-range incident” (Herzberg, Mausner, and Snyderman 1959, 35). Subjects were requested to provide several such incidents. In each instance a series of probing questions was asked regarding the incident to determine what factors were related to the job attitude expressed; these factors might be either antecedent objective occurrences (first level) or attributed internal reasons for the feelings (second level). Also, the perceived consequences or effects of the attitudes were explored with regard to such matters as job performance, tenure on the job, emotional adjustment, interpersonal relationships, and the like.

Table 5.1

<table>
<thead>
<tr>
<th>Measure</th>
<th>Reported increase prior to enrichment (%)</th>
<th>Reported increase during enrichment (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall satisfaction factors</td>
<td>33</td>
<td>76</td>
</tr>
<tr>
<td>Recognition for achievement</td>
<td>15</td>
<td>20</td>
</tr>
<tr>
<td>Achievement</td>
<td>28</td>
<td>67</td>
</tr>
<tr>
<td>Work itself</td>
<td>10</td>
<td>70</td>
</tr>
<tr>
<td>Responsibility</td>
<td>15</td>
<td>80</td>
</tr>
<tr>
<td>Advancement</td>
<td>23</td>
<td>62</td>
</tr>
<tr>
<td>Growth</td>
<td>30</td>
<td>72</td>
</tr>
</tbody>
</table>

*Source: Adapted from Herzberg and Zautra (1976, 66).*

In the major study this procedure was applied to a large sample of accountants and engineers. The stories were content analyzed using thirty-nine scoring categories. Agreement between coders was at the 95 percent level.

The data indicate that recognition, achievement, responsibility, the work itself, and their related feelings are more commonly associated with job satisfaction than dissatisfaction. Advancement operates in a similar manner as a first-level factor but not at the second level. The remaining differences all occur on factors that cannot be measured at both levels. Within this context, group
feeling is a satisfier, whereas interpersonal relations with supervisors and peers, technical supervision, company policy and administration, working conditions, and factors in personal life are dissatisfiers. The data for second-level factors also indicate that feelings of fairness and unfairness is a dissatisfier.

The findings obtained are certainly consistent with the original hypotheses, and they largely fit the theory as it ultimately evolved based on interpretations of this study. On the other hand, the data yield several factors that emerge equally as satisfiers and dissatisfiers, among them the possibility of growth, salary, and status, and feelings of pride and shame. Furthermore, although dissatisfiers rarely yield meaningful frequencies as satisfiers, the reverse is not true. At one level or another, recognition, achievement, advancement, and the work itself all operate as dissatisfiers as well as satisfiers more than 10 percent of the time.

Data on the factors associated with long- and short-term event sequences are not presented. The original hypothesis dealing with the differential causes and effects of sequences of job events extending over long and short time periods appears to have been dropped from the theory; it does not appear in later formulations.

The data on effects consequent upon feelings of satisfaction and dissatisfaction are introduced with appropriate qualifications, due to the lack of objective confirmation. Nevertheless, they are given considerable credence subsequently. Reports of satisfaction were associated with reports of positive effects, including improved performance, continued employment, improved attitude toward the company, improved mental health, better interpersonal relationships, and improved morale. In contrast, reports of dissatisfaction were associated with the reverse trends, although the overall results were less pronounced. These results “may be attributed to the unwillingness of some interviewees to admit to doing their jobs less well than usual” (Herzberg, Mausner, and Snyderman 1959, 87).

Whatever the merits of this original study and of the interpretation the authors place on it, it is best viewed as an inductive source from which the theory was, if not totally generated, at least specifically delineated in terms of its operative variables. Given this situation, it is best to look to subsequent research for adequate empirical tests.

Closely Allied Research

A number of studies utilizing the methods of the original research, or minor variants, were conducted in the years immediately following and are summarized by Herzberg (1966) as providing support for his theory. Most of these studies did not consider effects, and a number did not deal with second-level factors. Sequence duration was given practically no attention.

There is no question that when significant results are obtained in these studies, they are much more likely to support the theory than refute it. It is evident also that certain of the first-level factors are much more likely to receive support from the data than others. Among the motivators, achievement and recognition are strongly supported, but possibility of growth is not supported at all. Among the hygienes, company policy and administration and also technical supervision are supported, but not salary, status, and job security. The data also indicate that motivators frequently operate as dissatisfiers.

As research has continued using the techniques of the original study, the theory appears to continue to be supported on balance, but certain problems remain. The tendency for motivators to appear frequently as dissatisfiers, as well as satisfiers, represents a continuing difficulty. This tendency to appear in the wrong context is less characteristic of the hygienes, unless (and this clearly does occur) a true reversal is in evidence. Such reversals (or inversions) can apparently
appears for salary and the various interpersonal relations factors, and there they can be sizable; they also may appear for status.

In view of Herzberg’s own expressed concerns about the findings of the original study dealing with performance and personal effects, and the clear implications of these findings for the motivational as opposed to merely attitudinal hypotheses of the theory, it is surprising that so little research has focused on this area. A study conducted by Schwab, DeVitt, and Cummings (1971), utilizing essentially the same methods as the original research and dealing only with effects in the area of job performance, does serve to amplify the Herzberg findings. Favorable performance effects were reported often as an outgrowth of satisfying job experiences; to a lesser extent, unfavorable performance effects were associated with dissatisfying experiences. This pattern is consistent with the one originally reported.

One might assume from this result that the introduction of motivators is the key to improving employee performance. However, hygiene factors were occasionally reported as sources of satisfaction, and it was possible to determine in these instances that improved performance effects were reported to as great a degree as those for the motivators. Thus, it would appear that when hygiene factors operate as satisfiers, in this case interpersonal relations with a supervisor predominantly, they may be perceived as a source of performance stimulation just as much as motivators are. Furthermore, when there is dissatisfaction, motivators can have just as negative an effect as hygienes. It is the level of job satisfaction-dissatisfaction that yields the reported performance effect, not the presence of motivators or hygienes.

A study carried out by Herzberg, Mathapo, Wiener, and Wiesen (1974) bears upon the hypothesis that when hygienes are reported as sources of satisfaction, the inversions are characteristic of the mentally ill. Using the same method as in the previous research, hospitalized mental patients were found to attribute job satisfaction to hygiene factors 36 percent of the time, as contrasted with an average of 19 percent of the time for employed people who are not mentally ill. Furthermore, the evidence indicates that the frequency of inversions increases with the severity of the disorder. A second study of inversion percentages by the same investigators compared outpatients with varying degrees of diagnosed mental illness who were currently employed. Those with relatively minimal disturbances had an inversion percentage of 15; the more severely disturbed, 27.

The results of these studies are certainly consistent with motivation-hygiene theory, and the research was indeed stimulated by the theory. The research design does not rule out other interpretations of the data, such as the possibility that the mentally ill might easily tolerate and express certain kinds of logical inconsistencies.

Using Alternative Methods

In a number of its aspects, motivation-hygiene theory has received support from research utilizing the methods of the original study. Almost from the beginning, however, questions have been raised as to whether these methods might not somehow operate in and of themselves to determine the results; thus, the findings could be a direct consequence of the method per se, not the underlying attitudinal and motivational facts, and therefore might not be replicable when other methods are used.

Many of the early findings obtained when alternative methods were used were indeed negative for the theory. However, there were problems with these methods as well. As research progressed, many of these problems were overcome. Yet the failure to support motivation-hygiene theory continued. For instance, it appears that satisfaction tends to be more characteristic than dissatis-
faction and that both are equally likely to be occasioned by motivators and hygienes. Also, defensiveness appears to be a major factor contributing to the results originally obtained with the critical incidents. Kahn (1961) suggested at an early point that these results were contaminated by the fact that respondents supplied information on job attitudes, factors that occasioned them, and their behavioral consequences; the components of the sequence could easily be coordinated to make the person look good. It now appears from research that measures defensiveness, as well as from studies that introduce more psychological distance into the measurement process, that Kahn was right; common method variance does operate.

**Current State of the Theory**

Motivation-hygiene theory has probably created as much controversy as any theory we will consider. There are several reasons for this, many having little relationship to either the scientific or the managerial usefulness of the theory. This controversy does make objective evaluation more difficult. It has been almost impossible not to be assigned an adversary position if one makes any kind of statement regarding the theory. Yet rational objective evaluation is crucial for both scientific advance and management practice.

The theory has been steadily losing components in subsequent tests and reformulations. Its focus has shifted, and even in the original study, data were collected without the results being reported. Concepts such as long- and short-term sequences, second-level factors, and behavioral outcome effects have virtually disappeared from consideration. Ratings of the strength of feelings (importance) were included in the original data collection, but only frequency data were reported. By no means can all of this lost concepts phenomenon be attributed to the major theorist. Yet somehow a great deal of the original theory has disappeared; it is no longer tested or mentioned. One gets the impression that this is by mutual consent.

This same phenomenon applies to the testing of the theory. The following statement is indicative:

> In an ideal world we would not only have been able to ask people about the times when they felt exceptionally good or bad about their jobs, but also to go out and find people who felt exceptionally good or bad about their job and watch them over long periods . . . such observation, especially when carried out by more than one observer to obtain measures of reliability, would be of great value. (Herzberg, Mausner, and Snyderman 1959, 19)

Similarly, Kahn (1961) called for independent measures of environmental factors, job attitudes, and performance criteria. Yet neither Herzberg nor his advocates nor his critics have conducted research of the kind these statements imply. Thus, we have to rely on less than ideal data.

The incident technique as used in the original study must be considered most predisposed toward the theory. Yet this technique does yield certain findings inconsistent with that theory. The problem, at this level, appears to be not in the overall trend of the data but in the findings for specific factors. Abstractions such as content and context, motivators and hygienes, and the like simply do not hold when one gets closer to specifics. Opportunity for growth, which should be the essence of a self-actualizing motivator, is no more a source of satisfaction than dissatisfaction. Salary, interpersonal relations, status, and security are not just sources of dissatisfaction; they are often equally likely to be sources of satisfaction, and in certain groups some of them may well be predominant sources of satisfaction. Ray Hackman’s (1969) reanalysis of the original study data clearly supports these conclusions. Achievement and the work itself also are repeatedly found to be sources of dissatisfaction as well as satisfaction. Herzberg’s categoriza-
tion of pay as a hygiene factor appears now to be an artifact of the time in which he wrote (Rousseau and Ho 2000).

There is little question that motivation-hygiene theory is most vulnerable on the grounds that its support derives almost entirely from the critical incident method and that this method is subject to influence by defense mechanisms. Short of observational studies and entirely independent measures of variables, the weight of the evidence now clearly favors the defense mechanism interpretation insofar as the hygiene-dissatisfaction part of the theory is concerned. On theoretical grounds, given the very limited projective element in the incident measures and the reduction of psychological distance thus occasioned, one would expect defensiveness to manifest itself, as Kahn (1961) noted; the data from a number of studies utilizing quite varied research designs support this conclusion.

The self-report data on effects are particularly suspect on such logical grounds. And indeed the limited research that has been focused specifically on this matter raises serious questions as to whether the motivators do produce positive behavioral outcomes and the hygienes negative outcomes. The results of the job enrichment research have been invoked in support of the theory’s hypotheses regarding performance effects (Herzberg 1976). However, it is clear that these results could well be occasioned by other factors and that they apply only to certain of the motivator variables. In a number of areas, the theory has great difficulty in dealing with hygiene-dissatisfaction relationships.

It seems that motivation-hygiene theory lacks the support needed to confirm it, in spite of an extended period of testing and a great deal of research. Rather surprisingly, the type of study recognized from the beginning as required to provide a definitive test has not been conducted. A new thrust in the research might, therefore, yield different conclusions.

The problem now is that researchers have lost interest in the theory, apparently assuming it is unlikely to yield valid predictions. In recent years the number of related studies has dropped off sharply, and the level of scientific concern is now low. Thus, more elegantly designed tests may simply never be conducted. One could have hoped that the author of the theory would conduct these studies, but he became more concerned with applications in the job enrichment area. It is as if the process of losing components has come to its ultimate conclusion. Now the applications may well have lost the entire theory.

In this vein, a quote from a major review of the job satisfaction area may provide a sense of what has happened:

[T]hough the theory continues to be advocated by Herzberg and recommended for further study by others . . . , these attempts at resurrecting the theory run against considerable scientific evidence. . . . [T]he disconfirming evidence has effectively laid the Herzberg theory to rest. . . . Given the virtual absence of tests of the two-factor theory since 1971, we find [this] a suitable epitaph. (Judge and Church 2000, 168)

The one possible rejoinder to this epitaph occurs as a result of recent reviews of research on the job satisfaction-performance relationship. At the beginning of this chapter, I noted that Herzberg found some positive correlation here; he tended to endorse the view that satisfaction and performance were positively related more than did other academics of the time. Now, however, the evidence that emerges from research seems to be more consistent with Herzberg’s position (Judge, Thoresen, Bono, and Patton 2001). There is some support for the notion that in combining evidence from different measures of job satisfaction, this review may have been in error to some degree (Scarpello and Hayton 2001). However, a subsequent review focused on a single job satisfaction instrument (Kinicki, McKee-Ryan, Schriesheim, and Carson 2002) continues to uphold the Herzberg position.
Current State of Practice

The tremendous appeal motivation-hygiene theory has had for practitioners cannot be doubted. It appears simple, although Herzberg (1976, 323) admits to only partially understanding it himself. Its religious, ethical, and moral overtones may well fill a strong managerial need. Furthermore, the idea that investments in salary, fringe benefits, working conditions, and the like yield benefits only up to a point (and thus can be restricted on rational grounds) is bound to appeal to the cost-conscious manager. These appeals are probably reinforced for some by the antiacademic, anti-intellectual thrust of much of Herzberg’s writing.

Yet it is well to avoid uncritical acceptance. Salary is not just a dissatisfier; it clearly operates as a source of satisfaction in many cases, as do status, security, and interpersonal relationships. To believe otherwise may well lead one far astray. Whether or not these factors yield satisfactions or not depends very much on the individual; in some cases those who derive satisfactions from such factors may be mentally ill, but one should not apply such a blanket designation to all.

The suggestion that industrial relations departments be divided into motivator and hygiene units is interesting, but its validity rests on that of the underlying theory. That such an approach has not been widely adopted may be a result of misgivings on the latter score. It would appear that many human resource functions such as selection, training, compensation, and appraisal are so concerned with all aspects of motivation that an artificial separation could only be self-defeating.

But these matters are not of crucial significance. The major applied outgrowth of motivation-hygiene theory has been the rejuvenation, if not the creation, of job enrichment. This is an important accomplishment, and it justifies the emergence of the theory, no matter what its deficiencies. Job enrichment as a motivational technique can work—with some people, under certain circumstances, for some period of time—and Herzberg said so for a long time.

Yet when one attempts to tie job enrichment back into motivation-hygiene theory, one encounters all kinds of difficulties. For example, job enrichment has nothing to do with hygienes at all; it involves adding only motivators to the job and thus relates at best to half of the theory. Furthermore, the motivators emphasized are those called generators—the work itself, responsibility, opportunity for growth, and advancement; achievement and recognition are downplayed. However, achievement and recognition are by far the most strongly supported motivators when the incident method is used to test the theory.

The research indicates that even in the most appropriate context, 10 to 15 percent of those exposed to job enrichment do not respond, and that in other contexts the total effect may be nil. Yet the theory provides no basis for predicting these failures and gives short shrift to the troublesome idea of individual differences.

Finally, one does not need motivation-hygiene theory to understand the job enrichment results. In fact, other theories may well better explain what happens in job enrichment, and indeed the theory set forth in Chapter 6 does just that.

CONCLUSIONS

The reason Herzberg’s theory is included in this book is that it is institutionalized; a sizable number of organizational behavior scholars view it as legitimate and take it for granted. Yet its importance rating is only 3.81, well below average among the theories of motivation and leadership rated. Overall the raters do not consider motivation-hygiene theory very important, but a significant number dispute this labeling. The estimated validity is only 2 stars, consistent with the large number of deficiencies noted in the theory and the conclusion reached by Judge and Church
The estimated usefulness would have been higher than the 3 stars given were there not a more powerful theory available to explain job enrichment, and in particular to explain the failure to react to that intervention. Probably a major consideration leading to the institutionalization result was a positive evaluation of Herzberg’s job enrichment results by the raters and the feeling that the generally positive view of the theory in management circles deserved recognition.

In any event, the theory that displaced Herzberg’s by providing a more complete explanation of job enrichment needs to be considered, and that is what I do in Chapter 6.
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Conclusions

Job enrichment has had intense appeal for organizational behavior, and it has attracted both theorists and researchers in substantial numbers. The approach to which we now turn, job characteristics theory, emerged originally out of the collaboration of Edward Lawler and Richard Hackman. Hackman has remained a steady contributor over the years, and he is the one who adopted the name *job characteristics theory*. Lawler, however, became increasingly interested in other issues and disappeared from the theory as it developed. He was replaced by Greg Oldham.

Both sociotechnical systems theory and organization development theory (in certain of its variations) also deal with job enrichment; both make job enrichment an important aspect of their applications in practice. However, these theories are directly concerned with many factors other than the motivating effects of jobs on incumbents. In both practice and the range of their primary variables, they extend far beyond the immediate job or even the work group context in which the job is performed. Thus, they are best treated separately from theories of job enrichment per se as being primarily theories of organizational process and structure.
BACKGROUND

Job characteristics theory arose out of a context in the School of Industrial Administration at Yale, which was strongly disposed toward theory and research dealing with personality variables. From the late 1960s into the 1970s, a group of people within this school made major contributions in this area. Job characteristics theory arose out of this orientation.

Lawler brought to this effort a strong predilection for, and research background in, expectancy theory (see Chapter 7) coming from his doctoral studies in psychology at Berkeley (Lawler 1969). Hackman had done research and written on the ways in which different types of tasks and task characteristics influence behavioral outcomes (Hackman 1968, 1969a, 1969b). In his writing on job enrichment independent of Lawler, Hackman, although not rejecting expectancy theory formulations, has given them a less central role.

Hackman was born in 1940 and received a Ph.D. in social psychology from the University of Illinois in 1966. From Illinois he went directly to Yale, where Lawler had already been on the faculty since 1964. Oldham, who was born in 1947, also came to Yale in this period and received his Ph.D. from the School of Industrial Administration in 1974. He left Yale a year earlier, however, to join the business school at the University of Illinois. Lawler, born in 1938, left Yale in 1972 to move to the University of Michigan. Hackman remained at Yale until 1986, when he returned to a psychology department at Harvard, where he has remained since. Oldham has continued at the University of Illinois in business. Thus, this group was together at Yale only very briefly, in part due to the financial pressures the university was experiencing at that time and in part due to negative pressures on the organizational behavior group emanating from the economics component of the school (Lawler 1993).

DEVELOPMENT OF THE THEORY

Like many theories, job characteristics theory has undergone considerable expansion since its first statement. In general this expansion has been devoted to achieving increased precision of predictions and to extending the boundaries within which the theory can operate. To place the theory in context, it first appeared at a point between Herzberg’s second and third books when job enrichment was in its heyday.

The Original Hackman-Lawler Theory

The theory as originally stated rested on five propositions drawn from both Maslow’s need hierarchy theory and from expectancy theory. These serve as a basis for the more specific hypotheses to follow:

1. To the extent that individuals believe they can obtain an outcome they value by engaging in some particular behavior or class of behaviors, the likelihood that they will actually engage in that behavior is enhanced.
2. Outcomes are valued by individuals to the extent that they satisfy the physiological or psychological needs of the individual, or to the extent that they lead to other outcomes that satisfy such needs or are expected by the individual to do so.
3. Thus, to the extent conditions at work can be arranged so that employees can satisfy their own needs best by working effectively toward organizational goals, employees will in fact tend to work hard toward the achievement of these goals.
4. Most lower-level needs (e.g., physical well-being, security) can be (and often are) reasonably well satisfied for individuals in contemporary society on a continuing basis and, therefore, will not serve as motivational incentives except under unusual circumstances. This is not the case, however, for certain higher-order needs (e.g., needs for personal growth and development or feelings of worthwhile accomplishment).

5. Individuals who are capable of higher-order need satisfaction will in fact experience such satisfaction when they learn that they have, as a result of their own efforts, accomplished something that they personally believe is worthwhile or meaningful. Specifically, individuals who desire higher-order need satisfactions should be most likely to obtain them when they work effectively on meaningful jobs that provide feedback on the adequacy of their personal work activities (Hackman and Lawler 1971, 262).

In this early version of the theory, four characteristics were proposed as essential to jobs constructed to engage higher-order needs. Essentially what was hypothesized is that these four elements must be introduced into a job to enrich it and thus make it motivating for individuals with strong higher-order needs. These four characteristics or task attributes are taken from earlier work by Turner and Lawrence (1965). The first is autonomy, defined as an indication of the degree to which individuals feel personally responsible for their work, and thus that they own their work outcomes. The authors consider autonomy as a necessary but not sufficient condition for experiencing personal responsibility for work or attributing performance to one’s own efforts.

Second, there must be a high degree of task identity, defined as including a distinct sense of a beginning and an ending, as well as high visibility of the intervening transformation process itself, the manifestation of the transformation process in the final product, and a transformation process of considerable magnitude. As a subcomponent of this characteristic, the opportunity to use skills and abilities that are personally valued (and use them effectively) is noted.

In addition to task identity, another factor contributing to the meaningfulness of work is sufficient variety, the third task attribute specified by the theory. It is, however, only truly challenging variety that is included, variety that taps a number of different skills of importance to the worker.

Finally, the job must provide feedback on the level of accomplishment. Such feedback may be built into the task itself or it may stem from external sources (e.g., supervisors and coworkers). In any case it is the perception of feedback, just as it is the perception of autonomy, task identity, and variety, that makes the difference.

The theory anticipates that satisfaction, performance, and attendance should be higher when the four core characteristics are present in a job. The theory specifies that all four must be present for these consequences to accrue. Furthermore, these relationships are moderated by the level of higher-order need strength in the individual. When higher-order need strength is pronounced, the four core job dimensions should yield particularly high satisfaction, performance, and attendance levels. The implication is that many jobs in many organizations lack the core dimensions and that they should be redesigned (enriched) to provide them. Essentially this is the version of the theory to which Lawler remained committed (Lawler 1973).

The Later Hackman-Oldham Theory

Job characteristics theory as such was explicated initially by Hackman and Oldham (1976), and then in what has become its complete form in a 1980 book (see also Oldham 1996). This complete model is set forth in Figure 6.1. The number of core job characteristics is now extended to five with the inclusion of task significance as a third contributor to the meaningfulness of work. This
latter characteristic, which was in fact part of the early 1940s IBM formulations, is defined as involving the degree to which the job has a substantial impact on the lives or work of other people, either in the immediate organization or in the environment external to it.

The critical psychological states noted in Figure 6.1 are defined as follows:

1. Experienced meaningfulness of the work—the degree to which an individual experiences the job as one that is generally meaningful, valuable, and worthwhile.
2. Experienced responsibility for outcomes of the work—the degree to which an individual feels personally accountable for the results of the work done.
3. Knowledge of the actual results of the work activities—the degree to which an individual knows and understands, on a continuing basis, how effectively he or she is performing the job.

The model is explicitly employed to develop a formula to compute the motivating potential score (MPS) for a given job:

\[
MPS = \frac{\text{Skill variety} + \text{Task identity} + \text{Task significance}}{3} \times \text{Autonomy} \times \text{Feedback from job}
\]

It should be noted that this formula departs from the Hackman and Lawler (1971) view. There, all core characteristics had to be high; here, autonomy and feedback, as well as one or more of the three contributors to meaningfulness, must be high, but a zero on one of the latter three does not now have the potential for producing an overall zero MPS score.

The original higher-order need strength moderator has been respecified as growth need strength. The moderator process is also extended to include the knowledge and skill required to do the
work well. Otherwise, as inadequate work causes negative consequences, there will be disillusionment with the enriched job and ultimately a tendency to avoid it. Finally, for enrichment to work, there must be a degree of overall satisfaction with the job context. If a person worries about job security, feels unfairly compensated, and encounters problems with co-workers and the boss, that person cannot give much attention to the challenge of job enrichment.

These moderator relationships have been summarized as follows:

The worst possible circumstance for a job that is high in motivating potential would be when the job incumbent is only marginally competent to perform the work and has low needs for personal growth at work and is highly dissatisfied with one or more aspects of the work context. The job clearly would be too much for that individual, and negative personal and work outcomes would be predicted. It would be better, for the person as well as for the organization, for the individual to perform relatively more simple and routine work. On the other hand, if an individual is fully competent to carry out the work required by a complex, challenging task and has strong needs for personal growth and is well satisfied with the work context, then we would expect both high personal satisfaction and high work motivation and performance. (Hackman and Oldham 1980, 88)

At one point an additional moderator was espoused by both Lawler (1973) and Hackman (1977). This is the degree to which the organizational climate is of a mechanistic or organic type, following Burns and Stalker (1961). In general, an organic climate was considered favorable for job enrichment. This moderator has disappeared from the theory more recently. As in this instance, the matter of the precise nature of the moderator process has created many problems for the authors over the years. In characterizing the theory as involving person–environment fit, for instance, Kulik, Oldham, and Hackman (1987) say that job characteristics theory is a means of analyzing the fit between job characteristics (environment) and the abilities and needs (person) of jobholders. Although context satisfactions might be viewed as an aspect of the person, this moderator receives little attention when the theory is reformulated in fit terms.

Another area that has presented difficulties is that of outcomes. It follows from the theory that job enrichment that “takes” (is known to actually occur) should result in outcomes such as high internal work motivation, high growth satisfaction, and high general job satisfaction (not to include satisfaction with specific aspects of the job context such as security, pay, supervision, etc.). High work effectiveness is another matter, however; it includes the quality of output for certain, and it may include the quantity as well (but not always). It does not include low absenteeism and low turnover, although both have been considered likely outcomes of job enrichment in the past (but no longer are). The outcomes specified in Figure 6.1 represent the findings from research, much more than the theory’s inherent logic; most are simply empirical generalizations. However, recently Oldham (2003) has specified that the core job characteristics operating through aroused emotions of a positive nature serve to generate creative ideas as an outcome.

**Action Principles**

A set of guidelines for enriching jobs, derived from the five core job characteristics of the theory, has been developed. These so-called action principles represent specific hypotheses regarding how enriched jobs may be achieved. The five such principles noted below should be prefaced with this statement: If enriched jobs and increased motivating potential are to be achieved, then:
1. Natural work units should be formed, in order to increase task identity, and task significance.
2. Tasks should be combined, in order to increase skill variety and task identity.
3. Client relationships with the ultimate user should be established, in order to increase skill variety, autonomy, and feedback.
4. The job should be vertically loaded with responsibilities and controls formerly reserved for management, in order to increase autonomy.
5. Feedback channels should be opened, especially channels flowing directly from the job itself, in order to increase feedback.

These guidelines have much in common with those set forth for orthodox job enrichment by Herzberg (Chapter 5). At the level of actual practice the two approaches have a good deal in common; at the level of theoretical origins, they are considerably more diverse.

What is different about the job characteristics approach is that it says job enrichment should not be attempted everywhere, with everyone. It is simply not appropriate in some work contexts and for some types of people. Thus, individual and organizational diagnosis should precede any attempt to enrich jobs.

The five action principles are diagrammed in Figure 6.2. There is no doubt that Hackman and Oldham have serious questions regarding the utility of these principles in many applications; their claims are quite conservative. They note that changes may be so small as to exert very little impact and that even when substantial changes are obtained, they may vanish quickly (Oldham and Hackman 1980). They attribute both of these sources of failure to negative properties built into certain organizations as social systems, properties that create resistances that simply cannot be overcome.
Group Tasks

Given Hackman’s long-term interest in group processes, it is not surprising that job characteristics theory soon came to consider the design of group, as opposed to individual, tasks (Hackman 1978; Hackman and Morris 1975). The theorizing in this area is not as precise as that discussed to this point, but it does expand the boundaries of theoretical applications considerably.

Work group effectiveness is viewed as a consequence of the level of effort group members bring to the task, the amount of knowledge and skill relevant to task work the members have, and the appropriateness of the task performance strategies of the group. Thus group outcomes are considered to be a function of task factors. These so-called interim criteria are in turn hypothesized to result from group design factors such as the design of the group task, the composition of the group, and group norms about performance processes (Hackman and Oldham 1980; Hackman 1987).

In essence what is proposed is that the five core characteristics be applied at the work group rather than the individual level. This means that there must be two additional job characteristics: (1) task-required interdependence, in that the task itself requires members to work together and rely on each other, and (2) opportunities for social interaction, in that members are in social proximity, and conditions foster communication about the work. Group task performance, like individual task performance, assumes sufficient appropriate knowledge and skills to complete the task successfully.

The impacts of the group’s effort, knowledge, and strategies are potentially constrained by the technology—a paced assembly line, for instance. They are also potentially constrained by imperfections in the interpersonal processes within the group, such as might be created by intense personal animosities, for instance. Thus, these two factors, technology and interpersonal processes, moderate the final impact of efforts, knowledge, and strategies emanating from the group on outcomes, including the overall quality of task performance.

Designing tasks on a group basis is recommended under the following conditions:

1. When the group can assume responsibility for a total product or service, but the nature of the work is such that individuals cannot. Thus, when the meaningful work potential of even the best possible individual job is low.
2. When the work is of such a nature that high interdependence among individual workers is essential.
3. When the workers involved have high social need strength, with the result that enrichment of individual jobs risks breaking up satisfying group relationships.
4. When the motivating potential of the job would be expected to be much higher if arranged as a group task rather than as a set of individual tasks.

In contrast, individual (as opposed to group) task design is recommended:

1. When the individuals have high needs for personal growth but weak needs for social relationships at work.
2. When the prospect of dysfunctional conflict within a group is high.
3. When there is no inherent interdependence in the work of the individuals.
4. When the expertise needed to design group tasks, an inherently difficult process, is lacking.

In many cases technological or interpersonal factors will make group task design infeasible. In any event, group task enrichment is a much more complex and less well understood process than
individual job enrichment. It assumes the existence of self-managed, or autonomous, work groups whose work is enriched by taking over their own supervision (Hackman and Oldham 1980). There has, in fact, been little research dealing with this group task component of the theory. Overall, constituting groups to perform effectively on any task is described as a very difficult process (Hackman 2002).

The Rural–Urban Moderator

A full appreciation of job characteristics theory requires some understanding of a parallel theoretical thread that operated in the same time period, spawned its own research, and exerted a certain amount of influence as the Hackman-Oldham theory developed. Initially this approach involved a rural–urban moderator and was developed on an ad hoc basis to explain certain findings emerging from the Turner and Lawrence (1965) research. Since these findings were obtained only after an extensive search of the data, they may well have represented chance phenomena and thus had to be considered hypotheses for further testing.

In the primary analyses it was found that blue-collar workers in more enriched jobs were generally absent less than workers not experiencing job enrichment, but no clear relationships with job satisfaction were apparent. However, the secondary analyses revealed that the relationship with absenteeism characterized “town” workers only and that these same workers also exhibited the expected association between enriched jobs and satisfaction. For “city” workers, mostly of the Catholic religion, there was a negative relationship between enrichment and satisfaction.

Various possible explanations of these results are explored, although the Turner and Lawrence data do not permit reaching firm conclusions. Among the alternatives considered were the possibility that the town workers had stronger higher-order needs in accord with need hierarchy theory, that they had strong achievement needs (and the city workers stronger affiliation motivation) in accord with achievement motivation theory, and that the city workers were characterized by anomie (or normlessness) while the town workers were not, in accord with various sociological conceptions.

A number of studies bearing on this rural–urban factor subsequently emanated from the University of Illinois (Hulin 1971). Among the alternative Turner and Lawrence formulations regarding the moderator process, this research has come closest to emphasizing that of anomie (the third alternative). However, Hulin prefers to think in terms of alienation from middle-class norms. Urban workers are said to be so alienated; rural workers are not and, in fact, espouse these norms strongly. According to Hulin, the fact that writers and researchers in this area also come from middle-class backgrounds accounts for the historical tendency to generalize that what is true of rural workers applies to all workers and thus to prescribe job enrichment as a panacea for everyone.

The early evidence amassed by Hulin bearing on the rural–urban alienation hypothesis is generally favorable, as are the results of Hulin’s own studies. However, there were, even in 1971, several conflicting findings. The data appear to support the idea of a moderator process, with job enrichment working for some people but not others. Hulin, like Turner and Lawrence before him, remains somewhat uncertain as to the exact nature of this process.

As research continued, the idea that some type of value or norm differential moderates the job characteristics–outcome relationship received increasing support. Subjects with strong intrinsic work values were more satisfied and showed more performance improvement when working on an enriched task than those with strong extrinsic work values. There was evidence for a similar kind of moderating effect using a measure of commitment to Protestant ethic values. In these
studies, however, the relationships, although typically statistically significant, were not strong. One has the feeling that the moderators used are somehow hitting only the edges of the target and not the bull’s eye.

Furthermore, as research continued, support for the type of gross rural–urban differential noted by Turner and Lawrence (1965) became more and more tenuous. A review by Pierce and Dunham (1976) questioned the value of the sociological explanations except as they served to point the way for more precise formulations such as those of job characteristics theory. Given the trend of the findings and known changes in population characteristics, it seems likely that although the rural–urban moderator concept may have possessed some validity at an earlier point in time, it no longer holds true. The increasing mobility of the population and changes in cultural values appear to have eliminated its explanatory power.

As these alternative formulations appeared, and then stumbled, job characteristics theory took on new strength, simply by virtue of its survival and its more compelling logic.

**Recent Theoretical Additions**

A burgeoning line of theoretical work building on job characteristics theory has come out of the United Kingdom and Australia recently. A major concern has been to add health outcomes to the existing list (Parker, Turner, and Griffin 2003). However, a more significant objective has been to expand the theory in numerous respects—antecedents, work characteristics, outcomes, mechanisms, and contingencies. The framework proposed links together a family of more specific concepts that might be applied, in one group or another, within particular domains or contexts. Thus the core job characteristics are expanded to include such factors as role conflict and opportunity for skill acquisition; outcomes now include not only creativity, but safety and outside-work activities (Parker, Wall, and Cordery 2001).

Because specific research on these propositions in the job enrichment context is lacking, I will not consider this line of theory development further here. However, these ideas appear to be the main alternative to job characteristics theory at the present time, thus replacing the rural–urban moderator formulations in that role.

**EVALUATION AND IMPACT**

One of the major strengths of job characteristics theory is that its variables are amenable to relatively easy operationalization. As a consequence, the measurement problem was tackled at an early date and considerable progress was made. Among other considerations this has meant that direct tests of the theory could be carried out; it has also facilitated research directed at determining the conditions under which job enrichment efforts actually “take” and thus serve to expand job scope.

**Measurement and Operationalization**

The first major effort at measurement of job enrichment was conducted by Turner and Lawrence (1965). The indexes thus created had a considerable impact on the Hackman and Lawler (1971) measures that in turn formed the basis for the current Job Diagnostic Survey (Hackman and Oldham 1980). Turner and Lawrence developed a number of scales to be used in rating jobs by those who have knowledge of them. Several of these scales were combined into a single overall measure called the Requisite Task Attribute Index. Included were items dealing with variety, autonomy, required
interaction, optional interaction, knowledge and skill, and responsibility. An additional measure of task identity subsequently proved of considerable value, although it was not used in the composite index. All of these variables were intercorrelated at approximately the 0.50 level.

Hackman and Lawler (1971) drew items from the Turner and Lawrence measures to obtain their indexes of variety, autonomy, task identity, and feedback. They also developed measures of dealing with others (required interaction) and friendship opportunities (optional interaction) from the same source. The four job characteristics measures had reliabilities averaging 0.77, but the two social measures proved to be of unacceptable reliability. A measure of higher-order need strength based on an employee rating of how much the individual would like to have an opportunity for growth, variety, a feeling of worthwhile accomplishment, and the like had a reliability of 0.89.

The Job Diagnostic Survey (Hackman and Oldham 1980) represents a considerable refinement of these preliminary measures. It contains measures of job dimensions (the five core characteristics, plus the dealing-with-others factor, and an index of feedback from external agents, not the job itself), critical psychological states (the three specified by the theory), affective reactions to the job (general satisfaction, internal work motivation, and specific satisfactions with regard to security, pay, coworkers, supervision, and growth opportunity), and growth need strength (both the index of what the individual would like from a job and one in which choices are made between alternative jobs). With the exception of certain moderators and the variables introduced when the theory is extended to group tasks, the Job Diagnostic Survey provides a comprehensive coverage of the variables of the theory. The reported reliabilities for individual scales range from 0.56 to 0.88 with a median of 0.72. There is good evidence that the instrument does discriminate among different jobs.

Some question has been raised as to the psychometric soundness of the Job Diagnostic Survey on the grounds that factor analytic studies yield varied dimensionality under different circumstances and that the factor structure emerging may not match the five core theoretical variables. Yet overall measures, such as the motivating potential score, can be useful in spite of these findings. Furthermore, since the validity of the various measures has been established, the lack of a consistently supportive factor structure is not necessarily indicative of defects in either the measures or the theory (Kulik, Oldham, and Langner 1988).

Assessments of the psychometric properties of the Job Diagnostic Survey based on a considerable body of research certainly give it passing marks and probably much better (Taber and Taylor 1990). Furthermore, other measures of theoretical variables have been developed, freeing research from the need to rely on a single measure. Certainly these measures have facilitated the rapid emergence of research testing various aspects of job characteristics theory.

In addition, in various places the theorists have set forth a series of diagnostic steps to undertake and a list of guidelines for implementing job enrichment. These normative statements underline the practical value of the Job Diagnostic Survey:

Step 1. Check scores in the areas of motivation and satisfaction to see if problems exist in these areas. If they do, and job outcomes are deficient, then job enrichment may well be called for.

Step 2. Check the motivating potential scores of the jobs to see if they are low. If they are not, job enrichment is not likely to be the answer.

Step 3. Check scores for the five core dimensions to see what the basic strengths and weaknesses of the present job are. In this way it is possible to identify specific areas for change.
Step 4. Check to see what the growth need strength levels of job incumbents are. One can proceed with more confidence in enriching the jobs of high growth need employees because they are ready for the change.

Step 5. Check the scores for various aspects of job satisfaction and other information sources for roadblocks that might obstruct change or special opportunities that might facilitate it.

The prescriptive guidelines for implementation are as follows:

Guide 1. Diagnose the work system in terms of some theory of work redesign prior to introducing any change, to see what is possible and what kinds of changes are most likely to work.

Guide 2. Keep the focus of the change effort on the work itself, rather than the other aspects of the work context, so that real job enrichment does occur.

Guide 3. Prepare in advance for any possible problems and side effects, especially among employees whose jobs are not directly affected by the change; develop appropriate contingency plans.

Guide 4. Evaluate the project on a continuing basis to see if anticipated changes actually are occurring, and use as many and as objective measures as possible.

Guide 5. Confront difficult problems as early in the project as possible.

Guide 6. Design change processes in such a way as to fit the objectives of the job enrichment. Thus if autonomy in work is to be an objective, autonomy should be respected in designing the new jobs in the first place; in other words, be consistent with the theory guiding the change effort throughout.

Research by the Theory’s Authors

In the early period, much of the research related to job characteristics theory came from the authors. This research tested the theory at points, but it also contributed inductive generalizations that changed the theory. The research contributions in this period included Hackman and Lawler (1971), Lawler, Hackman, and Kaufman (1973), Frank and Hackman (1975), Hackman and Oldham (1976), Oldham, Hackman, and Pearce (1976), and Oldham (1976). Certainly these studies contributed support for the theory more often than not, but they cannot be said to be definitive on that score. There were instances in which nothing seems to have happened, simply because the job enrichment interventions did not take. An important contribution of this research was that it was possible to show that common method variance of the kind that plagued the Herzberg studies could not be invoked to explain away the job characteristics theory findings. Also, there was some quite consistent support for certain of the moderator hypotheses (see Table 6.1). Note that although only 6 of the correlation differences are significant, 19 of 21 differences are in the predicted direction.

Since the early 1980s, research of this kind by the theory’s authors has largely dried up, with the occasional exception of a study involving Oldham. Noteworthy, however, are a study by Oldham and Hackman (1981) that introduced certain macro, structural factors into the theory and another that dealt with the referents employees use in evaluating and reacting to the complexity of their jobs (Oldham, Nottenburg, Kassner, Ferris, Fedor, and Masters 1982). Although seemingly important, neither extension of the basic theory has elicited further investigation.
Shortly after the middle 1980s, sufficient research had accumulated, from the theory’s authors and from others, so that a major stock-taking occurred. This most frequently took the form of a quantitative meta-analysis (Spector 1985; Loher, Noe, Moeller, and Fitzgerald 1985; Fried and Ferris 1987). Overall, these analyses provided considerable support for the theory. Because the research included varied somewhat, the results were not always the same. In particular the outcomes predicted tended to vary, yet all analyses indicate prediction of some outcomes. The core job characteristics and critical psychological states are important features of the model. Among the moderators, only growth need strength had been studied enough to warrant a conclusion, but evidence for its effect was obtained. A comparison of the results of laboratory and field studies indicates that, where sufficient research is available to reach a conclusion, the findings are favorable for the theory independent of which approach is utilized (Stone 1986).

In this body of research from the 1970s and early 1980s, it is evident that any given study may fail to support some core characteristic or the way a given psychological state operates or the impact upon a particular outcome. Such failures to obtain statistical significance may reflect sample fluctuations or the realities of specific situations. As long as certain positive results are obtained, assuming that some type of job enrichment was present (did take), there is no need for a study to support every tenet of the theory.

### Table 6.1

<table>
<thead>
<tr>
<th>Outcome variable</th>
<th>All Subjects</th>
<th>Growth need strength</th>
<th>Pay satisfaction</th>
<th>Security satisfaction</th>
</tr>
</thead>
<tbody>
<tr>
<td>Related performance</td>
<td>0.16</td>
<td>0.25 (0.44)</td>
<td>0.21 (0.47)</td>
<td>0.25 (0.32)</td>
</tr>
<tr>
<td>Salary</td>
<td>0.22 (0.44)</td>
<td>0.03</td>
<td>0.20 (0.47)</td>
<td>0.24 (0.32)</td>
</tr>
<tr>
<td>Intrinsic motivation</td>
<td>0.36</td>
<td>0.36 (0.47)</td>
<td>0.21 (0.47)</td>
<td>0.32 (0.33)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Outcome variable</th>
<th>Coworker satisfaction</th>
<th>Supervisory satisfaction</th>
<th>Combined satisfaction</th>
<th>Growth need strength and combined satisfaction</th>
</tr>
</thead>
<tbody>
<tr>
<td>Related performance</td>
<td>(0.33)</td>
<td>(0.02)</td>
<td>0.29</td>
<td>0.08</td>
</tr>
<tr>
<td>Salary</td>
<td>(0.31)</td>
<td>(0.05)</td>
<td>0.29</td>
<td>0.17</td>
</tr>
<tr>
<td>Intrinsic motivation</td>
<td>0.33</td>
<td>0.26</td>
<td>0.34</td>
<td>0.26</td>
</tr>
</tbody>
</table>

Source: Adapted from Oldham, Hackman, and Pearce (1976, 398–401).

Note: ( ) = Difference between correlations statistically significant.
Recent Findings

In spite of the limited activity by its authors on the job characteristics theory front, research has continued up to the present. Several studies have now been conducted that consider job enrichment effects over extended periods of time. These multi-year investigations have shown positive effects both on performance (Griffin 1991) and on absenteeism (Rentsch and Steel 1998). Although job enrichment studies may appropriately utilize either experimental interventions or existing variations in the degree of enrichment across a range of jobs, longitudinal analyses of the impacts of interventions are more elegant. One such study showed an effect of enrichment in a field setting on actual observed performance (Luthans, Kemmerer, Paul, and Taylor 1987). A study that introduces long-standing personality characteristics into the mix of job characteristics and job satisfaction finds an important role for longitudinally measured positive self-evaluations (Judge, Bono, and Locke 2000).

The important role of the critical psychological states in the model (see Figure 6.1) has been supported, although they may not operate in exactly the same manner vis-à-vis core characteristics and outcomes as originally hypothesized (Renn and Vandenbergh 1995). Calculating the motivating potential score using any multiplicative relationship between core characteristics does not appear to be optimal (e.g., see Hinton and Biderman 1995). Simply adding the five scores works best. In addition, empirical support exists for the directional hypothesis that job characteristics influence work-related psychological well-being including job satisfaction (deJonge, Dormann, Janssen, Dollard, Landeweerd, and Nijhuis 2001).

Not all of the more recent findings are positive for the theory, although the positive results far outweigh the negative. A study by Johns, Xie, and Fang (1992), for instance, is generally supportive of the theory, but it provides only minimal evidence of growth need moderator effects and no evidence for the operation of other moderators. Tiegs, Tetrick, and Fried (1992) also failed to support the various moderator hypotheses.

These studies, however, raise certain questions that future research needs to address. The original idea of job enrichment was to overcome the de-motivating effects of job fragmentation, brought about by scientific management, in low-level positions; job enrichment was to take from higher-level jobs, particularly those of managers, and add this component to make routine, highly specialized jobs more stimulating. Yet increasingly one finds managerial and professional jobs used to study job enrichment. Are we talking about the same thing? Also, it is now evident that some outcomes may be predicted in a given study, but not others (and that absenteeism and turnover are legitimate outcomes for the theory). Should not any test of the theory, then, consider all potential outcomes before reaching negative conclusions regarding the theory’s tenability?

Critique from the Social Information Processing Perspective

As part of a more general attack on need-based views of motivation, which would appear to encompass the theories considered in this and the preceding two chapters, Salancik and Pfeffer (1977, 1978) proposed an alternative interpretation of the job characteristics theory findings. Their critique is entirely conceptual in that they do not back it up with any of their own research on job enrichment. Yet, at least for a period of time, this critique had substantial impact, and it may well still make a contribution to the development of an expanded theory.

The critique operates from the position that, as adaptive organisms, individuals adapt their attitudes, behavior, and beliefs to their social context and to the realities of their past and present behaviors and situations. This is the essence of the social information processing perspective.
Characteristics of a job, for instance, are not given, but constructed out of an individual’s perceptions. The behavior of a person can serve as information out of which that person constructs attitudes; other features of the social context can produce similar effects.

Out of this line of argument, Salancik and Pfeffer develop a number of reinterpretations of job characteristics research:

1. The distribution of a questionnaire can focus attention on particular aspects of a job, thus priming the respondent to pay attention to certain information and to a large degree predetermining the response. This is what has elsewhere been labeled pretest sensitization.
2. Individuals are aware of their own responses to questions and in an effort to be consistent in the pattern of their responses may generate many of the results found in job enrichment research. This is what elsewhere has been called common method variance; it is the problem discussed with regard to the Herzberg data in Chapter 5.
3. Cooptation of job dimensions and criteria constructed by the organization and its managers may cause employees to define their work situations in certain predetermined ways. This may include coopting the values and consequences of a job design program in which they have agreed to participate.

Processes of a social information type clearly can operate in job enrichment research contexts. This has been demonstrated on numerous occasions and with reference to the introduction of a variety of artifacts (e.g., see Glick, Jenkins, and Gupta 1986). The difficulty for the Salancik and Pfeffer hypotheses, however, is that there is also ample evidence that social information processing factors cannot be used to explain away the results of job characteristics theory research. The theory simply has not been refuted by this line of attack (Griffin and McMahon 1994), although it did undergo a few growing pains. Thus, at present, job characteristics theory remains a viable approach that, in spite of the loss of its authors to other endeavors, and some diminution of the rate of related research, continues to offer considerable promise.

The Idea of Optimal Job Scope

In many cases the desires of a company’s work force for enriched work can be met simply through the traditional practices of upgrading and promotion, particularly if the company is growing and has a limited number of employees for whom enrichment is appropriate. However, there are many circumstances where work force composition and promotional opportunities make this an insufficient solution. With the downsizing of U.S. corporations, promotions have become fewer, and job enrichment via this route is less available. On the other hand, downsizing may compel the combining of previously existing jobs to create a type of forced job enlargement and enrichment (Evangelista and Burke 2003). If this opportunity is grasped, and job enrichment occurs, research suggests that one consequence can be greater employee loyalty (Niehoff, Moorman, Blakely, and Fuller 2001). However, there is also the very real possibility that the scope of certain jobs might be pushed upward to a point where their positive potential is exhausted.

There has been discussion in the literature for a number of years regarding the idea that individuals at a particular time have what amounts to an optimal task scope that is ideal for their particular capabilities and personality makeup (e.g., see Miner and Dachler 1973). In this view individual differences are pronounced and important. Jobs can be too enriched for a particular person, just as people can be promoted “over their head” and fail because of an inability to cope
emotionally or intellectually. Similarly, jobs can be insufficiently enriched, and in such cases job characteristics theory or some modification of it becomes valuable as a guide. Studies indicate that supervisors may in fact modify job scope to adjust to the needs of specific employees in this regard (Klieman, Quinn, and Harris 2000).

AN ASIDE ON PERSONALITY THEORY AND RESEARCH

It is a fact of life that those who dabble in personality-based theories and research will eventually find themselves under attack. This is not a phenomenon that is limited to the scholarly world; it extends to the popular literature and to the legislative halls as well. It has a long history. Within organizational behavior the tendency has been to establish an antithesis between the individual and the external situation, with the attacks often coming from those who espouse a situational view of the causation of human experience and behavior. This often has meant scholars with a sociological perspective (e.g., see Salancik and Pfeffer 1977, 1978), but this has not necessarily been the case.

For those who have a strong commitment to the importance of individual differences, it would be appealing if this pattern of attacks could be written off as a product of some propensity to react against the study of human personality (probing into the private soul). It is not that easy. Certainly something of this kind is involved in some instances. But the attacks are not all bias; many have been appropriate, have contributed useful ideas, and have identified problems in research design and measurement. The problem is to separate the wheat from the chaff.

Dispositional Effects as Mirage

It is important first to distinguish generalized attacks from criticisms focused on specific theories. The Salancik and Pfeffer papers took job characteristics theory as their primary target, but the arguments were extended to include need theories in general. The first of these critiques, the 1977 paper, elicited a reasoned response from Alderfer (1977), who presented counterarguments to a number of the Salancik and Pfeffer statements regarding need theories. The latter were apparently aware of the Alderfer arguments at the time they wrote their 1978 paper, as they cite his critique. Yet the 1978 paper includes no reasoned response to Alderfer at all, only several brief comments that appear to be in the nature of asides.

This same tendency to shun direct debate occurs again in the context of a study by Stone and Gueutal (1984), which appeared to show that the priming and consistency artifacts proposed by Salancik and Pfeffer were not an important consideration in need satisfaction research. Salancik (1985) replied, attacking the research and defending his original position. Yet when Stone (1984) vigorously, and apparently effectively, took issue with Salancik and presented arguments for the validity of his research, Salancik declined to reply even when given an opportunity to do so by the journal’s editor.

Five years later, Davis-Blake and Pfeffer (1989) published a paper, still without research data of its own, containing a major attack not on job characteristics theory per se, or need theories overall, but on what they call the dispositional approach. This controversy is discussed briefly in Chapter 2. Dispositions are defined as unobservable mental states (needs, values, attitudes, or personalities) that are relatively stable over time and that to some extent act as determinants of attitudes and behavior in organizations. The argument is that dispositions so defined are a mirage, and that the truly important determinants of organizational behavior are situational in nature. Thus, the arena is extended to include all theories of motivation rooted in
personality theory. There is no mention in this paper of either Alderfer (1977) or Stone (1984). Subsequently, Pfeffer (1991) wrote a well-reasoned argument for the study of situational influences in organizations, now specified in terms of the constraints and opportunities for social interaction and comparison deriving from existing structural realities. Here the tone is much more balanced in nature; negative attacks on dispositions are downplayed, and in fact there is no mention of the 1989 paper at all.

Another publication in much the same vein as Davis-Blake and Pfeffer (1989) was authored by Nord and Fox (1996). Nord has a background in social psychology and sociology. The thesis of the paper is that the individual has disappeared from the field of organizational behavior, having been replaced by the contextual dimension consisting of attributes of the physical and social systems in which individuals exist. The authors attempt to document that theories and research dealing with individual personality and dispositions have lost status to a more situational concern, to the point where organizational behavior is no longer interested in individual differences.

In connection with this documentation, Nord and Fox (1996) give considerable attention to the papers variously authored by Salancik, Pfeffer, and Davis-Blake. Yet their attention to the major theories of the field, and the research that surrounds them, is minimal to nonexistent. These omissions inevitably raise questions regarding the objectivity of this attack.

Dispositional Effects as Reality

As might be expected, these attacks on the role and significance of personality factors have not gone unanswered. In addition to the Alderfer (1977) and Stone (1984) replies, there is a detailed presentation by George (1992) that considers much of the theory and research supporting an important role for personality in understanding, predicting, and influencing human experience and behavior in organizations.

Another line of argument to the same effect developed into a detailed critique of Davis-Blake and Pfeffer (see House, Shane, and Herold 1996). Taken together, these various replies seem to make a strong case for the retention of personality-based perspectives in organizational behavior, and for the position that theory and research of this kind remain vibrant within the field, even though under attack. The quote from George (1992) given in Chapter 2 of this volume provides a good summing-up of the current state of affairs. It calls for a live-and-let-live approach in the future and suggests that the pseudo-dichotomy between personality and situation be left to die a natural death. Both personality and situational constructs are important components of theory.

CONCLUSIONS

Judge and Church, in a brief review, say of job characteristics theory that “[t]hough the theory has its imperfections, the empirical data suggest that intrinsic job characteristics are the most consistent situational predictor of job satisfaction” (2000, 170). Judge says elsewhere that “[t]he Job Characteristics Model has amassed a great deal of support in the research literature” (Judge 2000, 82). He also notes that across a wide range of studies the correlation between core job characteristics and job satisfaction is consistently positive and averages 0.48. For individuals with high growth need strength this correlation is 0.68 on the average, and for those with low growth need strength it is 0.38, still significant. These findings are important for practice. Job satisfaction matters in that employees who are satisfied tend to perform better (see Chapter 5), withdraw less, and lead happier and healthier lives.
In this latter connection, however, a study of the health implications of job enrichment concludes that:

[Programs designed to enrich the content of jobs in order to promote satisfaction and motivation among workers should be carefully considered when these interventions are conceived and adopted. It is important, from both an employee health and skill-level perspective, to make sure that the employees experiencing increased scope are ready and able to benefit. (Dwyer and Fox 2000, 1095)]

Turning now to the evaluative ratings, the importance rating given by peers is 5.61, yet not institutionalized. The estimated validity is rated at 4 stars; this occurs because of certain shortcomings in the theory, with regard to the calculation of the motivating potential score (MPS), for instance, and the specification of outcomes as well as moderators. These limited defects do not undermine the usefulness of the theory, but as noted by Judge, defects do occur. Because this is a theory intended specifically for practice, and it is largely valid as well, the estimated usefulness value of 5 stars is not a particular surprise. During the 1970s, job characteristics theory displaced the motivation hygiene theory discussed in Chapter 5 as a guide for job enrichment; it remains the dominant position in that regard today.
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Just as personality theory contributed to the development of certain organizational behavior theories of motivation, learning theory has contributed in a similar manner. For learning to occur it must be energized in some manner, and that is where motivation comes in. Thus, learning theory and motivation have long been intertwined and they are in expectancy theory.

The theories considered in this chapter have multiple contributors. The formulations of Vroom, and Porter and Lawler, setting forth their concepts of expectancy theory appear to predominate, but there have been other contributors as well. Behind these major theorists, further back in the lineage of learning theory, lie certain early theorists whose influences were important even though they made no direct contribution to organizational behavior in this regard. These people are Edward Tolman, whose theories on learning sparked expectancy theory, and Kurt Lewin, who made certain contributions to learning theory.

Tolman was born in 1886 and obtained his doctorate in psychology from Harvard in 1915. After three years at Northwestern University, he moved to the University of California at
Berkeley where he remained throughout his career. There, Tolman Hall, which houses the psychology department, is named for him. Much of his research was with animals, and out of this he developed his sign-gestalt theory of learning. His major contributions insofar as providing underpinnings for expectancy theory were Tolman (1932) and (1959); Tolman died in the latter year.

Lewin’s views on motivation were in many respects similar to Tolman’s and their publication occurred in the same time period (Lewin 1938, 1951). As we saw in Chapter 3, Lewin was eclectic in his work, touching upon many areas within psychology. Although not a learning theorist per se, his topological and vector psychology was relevant for learning theory, and it is this aspect of his work that influenced expectancy theory.

During the 1960s, a number of variants on expectancy theory were proposed and a sizable body of research began to develop. Actually, the first such research within organizational behavior was conducted by Georgopoulos, Mahoney, and Jones (1957) as part of a research program of the Survey Research Center at the University of Michigan. However, no formal theory of motivation was formulated in connection with that research. That task remained for Vroom (1964), who was at Michigan at the time this early research was done. Several years later Porter and Lawler (1968), collaborating initially at the University of California at Berkeley not long after Tolman’s death, expanded and extended these statements. These two versions of expectancy theory have stood the test of time and historical scrutiny, and they are generally recognized as representing the major contributions.

BACKGROUND

Victor Vroom grew up in Montreal and received both his undergraduate degree in psychology and his masters in industrial psychology from McGill University, the latter in 1955 at the age of twenty-three. From there he moved to the United States where he received a Ph.D. in industrial psychology from the University of Michigan. His doctoral dissertation (Vroom 1960) was a 1959 award winner in the Ford Foundation Doctoral Dissertation Series. In 1960 he joined the psychology faculty at the University of Pennsylvania, and it was during his three years there that he did much of the writing for Work and Motivation (Vroom 1964), presenting his version of expectancy theory. His entry into the business school world came with an appointment to the Graduate School of Industrial Administration at Carnegie just as the conflict between the economists and the organizational behaviorists was at its peak there. In 1972 Vroom moved to the Yale School of Industrial Administration at a time when, as it turned out, that school too was immersed in many of the same problems that had existed at Carnegie (Vroom 1993). Yet he has remained at Yale over the many years since.

Lyman Porter was born in 1930 and grew up in Indiana. His undergraduate work was in psychology at Northwestern. From there he went to Yale in experimental psychology, but in his final year he shifted informally to industrial psychology. Upon receiving his doctorate in 1956, he took a position in industrial psychology at Berkeley. Although he had several publications related to aspects of learning, consistent with his background in experimental psychology, Porter did not publish in the industrial area until after his arrival in California.

Lawler was born in 1938 and came to Berkeley in 1960 via an undergraduate major in psychology at Brown University. Shortly afterward the Porter-Lawler collaboration that led to the second version of expectancy theory began. This collaboration was one of many involving Porter and a graduate student who went on to achieve considerable success (see Nielson and Eisenbach 2001; Stephens and Sommer 2001). The Porter-Lawler effort was highly influenced
by the publication of Vroom’s 1964 book. Later in that same year, Lawler completed his degree and joined the School of Industrial Administration at Yale. He then went back to a psychology department at Michigan (see Chapter 6). His major appointment at Michigan, however, was in the Institute for Social Research. He subsequently moved to the business school at the University of Southern California, where he became involved in conducting large-scale research projects not unlike those in which he had been involved at Michigan (Lawler 1993), but now with primarily corporate funding. He has remained at USC over the subsequent years.

Porter left Berkeley in 1967 (after a visiting year working with Lawler at Yale) to join the University of California at Irvine’s Graduate School of Administration. There he subsequently served as dean of the school for a number of years and remained there until his recent retirement (Porter 1993).

These are the primary authors of expectancy theory, but there were others who made theoretical and research contributions in the 1960s. Among these, Galbraith and Cummings (1967) and Graen (1969) deserve special mention. Graen’s formulations in particular are noteworthy because they lead into his vertical dyad linkage theory of leadership; we will consider this theory in Chapter 14.

VARIANTS ON THE EXPECTANCY THEORY THEME

All versions of expectancy theory have been proposed by authors who conducted research on the subject as well. As has been the practice previously, consideration will be given to theoretical statements first and then to the authors’ research.

The Georgopoulos, Mahoney, and Jones (1957) Hypotheses

This study aimed at identifying factors associated with high and low levels of productivity. The Survey Research Center program, of which the study was a part, was focused primarily on the role of supervisory practices but in the present instance dealt only with the motivation–productivity relationship. The theoretical hypotheses were formulated as derivations from prior work in the field of psychology and guided the conduct of the research. They were intended to deal only with the conscious, rational aspects of employee motivation.

The major variables considered are:

1. Individual needs as reflected in the goals sought. Examples of these goals would be making more money or getting along well in the work group.
2. Individual perceptions of the relative usefulness of productivity behavior (high or low) as a means of attaining desired goals (in theoretical terms, the instrumentality of various productivity levels or the extent to which they are seen as providing a path to a goal).
3. The amount of freedom from restraining factors the individual has in following the desired path. Examples of restraining factors might be supervisory and work group pressures or limitations of ability and knowledge.

The basic hypothesis is as follows:

If a worker sees high productivity as a path leading to the attainment of one or more of his personal goals, he will tend to be a high producer. Conversely, if he sees low productivity as
a path to the achievement of his goals, he will tend to be a low producer. (Georgopoulos, Mahoney, and Jones 1957, 346)

This relationship between motivation and performance is moderated by the amount of freedom to act. When freedom is high, motivation will readily appear in productivity levels. When barriers operate, the hypothesized relationships will be disrupted and the motivation–performance correlation reduced. Path–goal perceptions are conceived as expectancies or estimated probabilities that there will be a given amount of payoff as a consequence of certain types of job behavior. Accordingly, high productivity may be viewed as likely to produce a desired goal (thus having a positive valence) or to impede goal attainment (thus having a negative valence).

**Vroom’s Theory of Work and Motivation**

The initial preliminary statements of Vroom’s expectancy theory appear in the published version of his doctoral dissertation (Vroom 1960). These statements have much in common with the views of his University of Michigan colleagues in the Georgopoulos, Mahoney, and Jones article. Subsequently, Vroom expanded his ideas into a more formally stated expectancy theory of work and motivation (Vroom 1964). Thus, all of the original thinking regarding applications of expectancy theory to employee motivation emanated from the University of Michigan.

Vroom’s theory starts with the idea that people tend to prefer certain goals or outcomes over others. They thus anticipate experiencing feelings of satisfaction should such a preferred outcome be achieved. The term *valence* is applied to this feeling about specific outcomes. If there is positive valence, having the outcome is preferred to not having it. If negative valence exists, not having the outcome is preferred. Outcomes may acquire valence either in their own right or because they are expected to lead to other outcomes that are anticipated sources of satisfaction or dissatisfaction. Thus the accumulation of earnings per se might be viewed as inherently satisfying to one person, but to another it is important as a means to the end of buying a sports car.

As a basis for establishing the valence of a specific outcome, Vroom sets forth the following proposition:

The valence of an outcome to a person is a monotonically increasing function of the algebraic sum of the products of the valences of all other outcomes and his conceptions of its instrumentality for the attainment of these other outcomes. (Vroom 1964, 17)

Thus, the size of the valence of an outcome is dependent on the extent to which it is viewed as a means to various other outcomes and the valence of the other outcomes. Because the proposition calls for the multiplication of the perceived instrumentality by the valence of each other outcome, any such outcome that has no valence for a person or that has no instrumental relationship to the outcome whose valence is being computed takes on a zero value, adding nothing to the final sum. An outcome with a large valence would tend to be one that is linked to many other outcomes, one that is considered highly instrumental to the attainment of a large number of these other outcomes, and one that is linked to other outcomes having large valences. Vroom specifically applies this first proposition to the topics of occupational choice (calculation of the valence of an occupation), job satisfaction (calculation of the valence of a job held), and job performance (calculation of the valence of effective performance in a job held). The latter was the single concern of Georgopoulos and his associates.
An additional and central variable in the theory is *expectancy*. People develop varying conceptions of the probability or degree of certainty that the choice of a particular alternative action will indeed lead to a desired outcome. In contrast to instrumentality, which is an outcome–outcome link, expectancy involves an action–outcome linkage. Expectancies combine with total valence to yield a person’s aroused motivation or potential for a given course of action. Vroom uses the term *force* to describe this combination and offers the following proposition:

The force on a person to perform an act is a monotonically increasing function of the algebraic sum of the products of all the valences of all outcomes and the strength of his expectancies that the act will be followed by the attainment of these outcomes. (Vroom 1964, 18)

The total force for an action is uninfluenced by outcomes that have no valence and also by outcomes that are viewed as totally unlikely to result from the actions, since again a multiplicative relationship between the two variables is posited. People are expected to choose among action alternatives in a rational manner to maximize force (in a positive direction). When an action is linked to many very positively valent outcomes by strong expectations that it will yield these outcomes, the force can be sizable. The theory makes specific statements with regard to the implications of the second proposition for occupational choice (calculation of the force on a person to enter an occupation), job satisfaction (calculation of the force on a person to remain in a job held), and job performance (calculation of the force on a person to exert a given amount of effort in the performance of a job held). Because the last of these statements has been the subject of considerable further theorizing and research, it is given in full:

The force on a person to exert a given amount of effort in performance of his job is a monotonically increasing function of the algebraic sum of the products of the valences of different levels of performance and his expectancies that this amount of effort will be followed by their attainment. (Vroom 1964, 284)

**The Porter-Lawler Model**

Porter and Lawler (1968) present a model that draws heavily on Vroom but goes beyond the limited concept of motivational force to performance as a whole. Vroom (1964) himself moves in this direction by stating that ability and motivation relate to performance in a multiplicative manner:

\[ \text{Performance} = f(Ability \times Motivation) \]

The variables of the Porter-Lawler theory are as follows:

1. Value of reward—how attractive or desirable an outcome is (valence).
2. Effort–reward probability—a perception of whether differential rewards are based on differential effort. This breaks down into effort–performance (expectancy) and performance–reward (instrumentality) components.
3. Effort—the energy expended to perform a task (force).
4. Abilities and traits—the long-term characteristics of a person.
In line with prior formulations, the first two variables (value of reward and effort–reward probability), when multiplied together, are said to produce the third variable (effort). Following Vroom, abilities and traits also have a multiplicative relationship to effort in determining performance. A similar relation to effort (in establishing performance level) holds for role perceptions. Because of the intervention of such factors between effort and performance, these latter two cannot be expected to be perfectly related.

Porter and Lawler also posit certain feedback loops that make their theory more dynamic over time than Vroom’s. First, to the extent that performance does result in reward, the perceived effort–reward probability is increased. Second, when satisfaction is experienced after receiving a reward, it tends to influence the future value (valence) of that reward. The nature of this effect varies with the particular reward (outcome).

Figure 7.1 sets forth these interrelationships as they were originally conceived. Since this initial statement, Porter has moved on to other endeavors and has made no significant contributions to the development of expectancy theory. However, one gets the impression that were he to return to this subject, he would focus his efforts on integrating macro variables into the model (Luthans 1990; Porter 1996).
Lawler’s Subsequent Statements

We have seen (Chapter 6) that Lawler introduced expectancy thinking into the initial version of job characteristics theory. He also modified the theory in several respects, although the overall change is not marked. He elaborated certain factors that may influence effort–reward probabilities and thus continued the tendency to make the model dynamic over time, in contrast to Vroom’s static approach (Lawler 1971, 1973). The most important change is an additional feedback loop from performance to effort–reward expectancy to the effect that within normal limits, heightened performance will yield greater self-esteem and thus subsequently higher expectancy. In addition, a much clearer distinction is made between intrinsic and extrinsic rewards.

Figure 7.2 depicts the central motivational chain of expectancy theory, devoid of feedback loops and ancillary forces. This is the basic model as set forth by Lawler (1981), and it is the model that he continues to endorse (Lawler 1994). Although more recently (Lawler 2000) he has written about expectancy theory, he has not changed this basic model. In this model, **effort-to-performance expectancy** refers to the expectation (assessed probability) that if effort is exerted, the result will be successful performance (though successful performance may fail to result because the job is too difficult, the evaluation process is deficient, or the individual lacks the needed skills). **Performance-to-outcome expectancy** refers to the expectation (assessed probability) that should effort be successfully exerted, something that is desired will result, such as a financial reward. An incentive system may be in effect that specifies a certain pay level for so many units produced. The person believes this and expects to be paid the designated amount upon completing the specified number of units. This is a performance-to-outcome expectancy. But it makes a difference only if the outcome, such as pay, has **valence**—that is, value or attractiveness. If the person has just inherited a fortune and does not care about the relatively small amount of pay involved, then additional pay as an outcome will not work as well in the motivational calculus as, say, an improvement in working conditions.

The distinction between first- and second-level outcomes goes back to Vroom (1964) who used the terms focal and “other”; Galbraith and Cummings (1967) were explicit in using the terminology of Figure 7.2 to apply to this distinction. The concepts involved are important. A person may value pay in its own right, as for instance an entrepreneur who views the business’s earnings and his own as feedback on how well he has achieved through his own efforts—an index of performance. But pay may also be a means to second-level outcomes. A person may want the money in order to achieve an affluent life-style and impress others who are viewed as important. Then pay must be considered in terms of its **instrumentality** for gaining the second-level outcome of a more affluent life-style. If the pay involved is not enough to gain what is desired, then it lacks instrumentality—and motivational impact. **Intrinsic outcomes** are those that come from within a person—feelings of accomplishment, of doing important work, of freedom. **Extrinsic outcomes** are provided or mediated by external forces—a superior, the organization, other work-group members. This too is an important distinction.

The level of motivation in a given job situation is expressed in expectancy theory terms by a formula. Questionnaires are used to measure the components of this formula, and the scores obtained are inserted in it. The formula is as follows:

\[
\text{Motivation} = \text{Effort-to-performance expectancy} \times \text{the sum of all operating factors} \\
(\text{performance-to-outcome expectancies} \times \text{their valences}).
\]
Inherent in this formula are the following ideas:

1. A person’s motivation to perform is determined by the performance-to-outcome expectancy multiplied by the valence of the outcome. The valence of the first-level outcome subsumes the instrumentalities and valences of the related second-level outcomes. The relationship is multiplicative; no motivation exists when either performance-to-outcome expectancy or valence is 0.

2. Since a level of performance has multiple outcomes associated with it, the products of all performance-to-outcome expectancies \( \times \) valence combinations are added together for all the outcomes seen as relevant to the specific performance.

3. The summed performance-to-outcome expectancies \( \times \) valences is then multiplied by the effort-to-performance expectancy. Again, the multiplicative relationship indicates that if either effort-to-performance expectancy or the summed performance-to-outcome expectancies times their valences is 0, motivation is 0.

4. Summarizing, the strength of a person’s motivation to perform effectively is influenced by:
   a) the person’s belief that effort can be converted into performance, and
   b) the net attractiveness of the events that are perceived to stem from good performance. (Lawler 1981, 232–33)

**EVALUATION AND IMPACT**

Most versions of expectancy theory were introduced preliminary to a research study testing the theoretical formulation. These seminal studies are important not only because they bear directly on matters of theoretical validity, but also because they have tended to set the scene (particularly in experimental design and measurement) for almost all of the research that has followed.

**The Georgopoulos, Mahoney, and Jones (1957) Research on Productivity**

As noted, the hypotheses of this study were formulated as part of a study of motivation-performance relationships. The sample consisted of production workers for a household appliances
company. The measures used were all derived from a questionnaire and thus constitute entirely conscious self-reports of the variables.

The goals studied were the three ranked as most important by all the subjects out of a list of ten. These same rankings were used to determine whether each of the three was important to an individual subject. The three goals were:

1. making more money in the long run;
2. getting along well with the work group; and
3. promotion to a higher base rate of pay.

The instrumentality of either high or low productivity for attaining these goals was established through a rating scale extending from “helping,” through a neutral value, to “hurting.” For instance, high productivity might be rated as helping a great deal to make more money and low productivity as hurting a little in achieving the same goal.

Productivity was reported as a percentage of the standard usually achieved, on the basis of the standard hour incentive system in effect in the company. Freedom from restraining factors was established according to both reported freedom and amount of job experience.

As indicated in Table 7.1, the data tend to confirm the basic instrumentality hypothesis in that those who view performance levels as instrumentally related to goals in a positive sense are more likely to be high producers. However, the differences are not pronounced, and only three of the six differences attain accepted levels of statistical significance. Other data indicate that the presence of a stronger need to achieve a goal tends to be associated with an increase in relationship between instrumentality and productivity; freedom from restraining factors also tends to have the same facilitating effect. Again the differences are often small, and consistent statistical significance occurs only for the “making more money in the long run” goal. Overall, the results do support expectancy theory, but not strongly.

**Vroom’s Research on Organizational Choice**

Although Vroom does not present research of his own on expectancy theory in his 1964 volume, he did publish an article two years later that bears on the subject (Vroom 1966). This
research is related only to the first of his basic propositions, since it does not concern itself with expectancies and deals only with the occupational choice question, not with job satisfaction or job performance.

The subjects were business students about to obtain masters degrees from Carnegie-Mellon University. The objective was to predict the attractiveness of various potential employing organizations (and ultimately the choice itself) from a knowledge of what goals were important to the individual and how instrumental membership in each organization was perceived to be as a means of achieving each goal. Questionnaire ratings on a number of variables were obtained prior to choice. Job goals or outcomes such as a chance to benefit society, freedom from supervision, high salary, and the like were rated in terms of their importance to the person. The three organizations in which the subject was most interested were then evaluated to establish the degree to which the student thought each might provide an opportunity to satisfy each type of goal. Combining these two variables, an instrumentality–goal index was calculated for each organization and related both to the attractiveness rating given the organization and to the subsequent choice.

The results indicate clearly that organizations viewed as providing a means to achieving important goals were considered more attractive. Eliminating organizations that ultimately did not make an offer, 76 percent of the students subsequently chose the organization with the highest instrumentality–goal score. Although providing only a partial test of the theory, Vroom’s research results are entirely consistent with it. Similar support of the theory was obtained in a follow-up study conducted several years after actual employment (Vroom and Deci 1971).

The Porter-Lawler Studies

The most extensive investigation by Porter and Lawler, and the one that is presented immediately after the major elaboration of their theory, was conducted among the managers of seven different organizations—three state government departments (employment, conservation, retail liquor) and four private firms (a large processor of canned goods, a large chemical firm, an aerospace company, and a utility). In all, some 563 managers below the officer level were included (Porter and Lawler 1968).

The study focuses primarily on pay as an outcome. Questionnaire measures of a number of theoretical variables were obtained from the managers, including measures of value of reward, effort–reward probability, effort, role perceptions, performance, rewards, perceived equitable rewards, and satisfaction. Ratings of effort and performance also were obtained from the managers’ immediate supervisors.

Insofar as pay is concerned, the data do support the hypothesis that value of reward and perceived effort–reward probability combine to influence effort. Those who view pay as important and who consider pay to be tied to their efforts put more effort into their work, and this is true whether self or superior perceptions of effort are used. The same relationship also holds for performance but to a somewhat lesser degree. This, too, is what the theory predicts, because additional factors intervene between effort and performance in the model. Among these are role perceptions; data are presented indicating that certain kinds of role perceptions (when combined with the effort measures) do increase the precision with which performance level is predicted.

In another study of 154 managers in five organizations, the authors collected and analyzed data using several outcomes in addition to pay, such as promotion, friendship, and opportunity to use skills and abilities (Lawler and Porter 1967). There were seven outcomes in all. Basically the approach was the same as that used in the preceding research except that data for more outcomes were combined in the predictors. As indicated in Table 7.2, including value of reward (valence) in the
prediction formula did make a difference; the correlations are consistently higher than without it. Job effort was consistently predicted more accurately than the further removed job performance. Yet the overall level of the coefficients is quite low for multiple correlation analyses. Considering that three of the four significant correlations involve self-ratings, where independence of the measures can be questioned, the overall results do not offer strong support for the theory.

In a later study Lawler (1968) used some of the same managers and obtained his measures twice, with a one-year interval between measurements. This time the multiple correlations were higher, and statistical significance was much more frequently attained. The data over time are consistent with the hypothesis that pre-existing perceived probabilities and valences of outcomes tend to exert a causal influence on subsequent performance.

A final early study related to the Porter-Lawler version of expectancy theory was conducted by Hackman and Porter (1968) with telephone company service representatives as subjects. A variety of performance criteria were predicted using effort–reward probability multiplied by value of reward as the predictor. In this instance, the rewards (or outcomes) considered were generated directly by the service representatives themselves in interviews; thus, they were the rewards the subjects perceived to be actually present. The correlations with performance criteria are significant in almost all instances. On the other hand, the median value is only 0.27.

Overall these various studies by Porter and Lawler do provide considerable support for the expectancy theories. Yet, given that this theoretical approach has identified an important way of looking at motivation at work, even Porter and Lawler appear puzzled by the low correlations found in many of the investigations.

**Philosophical and Logical Questions**

Certain questions were raised regarding the philosophical underpinnings and basic assumptions of expectancy theory at an early point (e.g., see Locke 1975), especially as they relate to decision theory. One such question is whether the concept of hedonism, as incorporated in the expected satisfaction definition of the valence variable, is tenable. The essence of the argument here is that

---

**Table 7.2**

<table>
<thead>
<tr>
<th>Ratings</th>
<th>Effort–reward probability alone</th>
<th>Effort–reward probability multiplied by value of reward</th>
</tr>
</thead>
<tbody>
<tr>
<td>By the manager’s superior</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Job effort</td>
<td>0.22</td>
<td>0.27</td>
</tr>
<tr>
<td>Job performance</td>
<td>0.17</td>
<td>0.18</td>
</tr>
<tr>
<td>By the manager’s peers</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Job effort</td>
<td>0.25</td>
<td>0.30*</td>
</tr>
<tr>
<td>Job performance</td>
<td>0.21</td>
<td>0.21</td>
</tr>
<tr>
<td>By the manager himself</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Job effort</td>
<td>0.32*</td>
<td>0.44*</td>
</tr>
<tr>
<td>Job performance</td>
<td>0.25</td>
<td>0.38*</td>
</tr>
</tbody>
</table>

*Correlations are significant.

Source: Adapted from Lawler and Porter (1967, 136).
much human behavior is in fact self-punitive. The difficulty of dealing with behavior of this kind, and with reactions to guilt, casts doubt on the strictly hedonistic formulations. Furthermore, there is reason to believe that many people do not attempt to maximize, even when they do strive for satisfaction, but rather accept some lesser level of effort. Issues like this have not really been faced by expectancy theorists. At the very least they suggest that there are behaviors, and perhaps people, to whom the theory may apply in a very limited way.

Questions may also be raised as to whether people can engage in the cognitive processes implied by the theory, such as weighting all possible outcomes as they contribute to other outcomes, and then others, to the point of infinite regress, or multiplying valences and instrumentali ties in a manner that, according to the theory, assumes very complex internalized measurement processes. The theory assumes common tendencies to project one’s thoughts into a future time span and to search for alternatives for all human beings, since it is silent on individual differences in these respects. Yet it is apparent that people do differ in both time perspective and the proclivity for search. Finally, individuals do act on occasion out of unconscious motives and in ways that cannot be based on the calculative, highly rational processes that expectancy theory specifies; impulsive behavior, the repetition compulsions of neurotic individuals, and the like are examples.

These questions do not void expectancy theories as useful methods of predicting and understanding work behavior. They do suggest that the theories may deal with only part of organizational behavior and that their propositions may well represent only approximations of human motivational processes (perhaps overly complex in certain respects and overly simplistic in others). Under these circumstances the theories could still work quite well in the theoretical domains to which they apply.

Another line of questioning has to do with the extent to which expectancy theories must meet the various rationality assumptions that have been developed for formal decision theory. Vroom (1964) notes certain similarities between his formulations and those of subjective, expected utility theory. Others have drawn out these parallels more fully, even to the point of considering expectancy theories of motivation as special cases within the broader context of decision theory.

Attempts to relate expectancy theories to rationality assumptions or postulates taken from decision theory have not always come to identical conclusions. However, if such assumptions are to be considered part of the theory or implicit in its basic propositions, then the range of empirical support required to validate these propositions is greatly expanded. Furthermore, those who have compared expectancy theories to criteria derived from decision theory clearly imply that expectancy theories are wanting in these respects.

On the other hand, strong arguments have been advanced that expectancy theories need not meet all of the tests derived from decision theory. For instance, it has been contended that the theory presupposes a lack of correlation (independence) between expectancy and valence and that such independence probably does not exist in reality. Regardless of the empirical facts, there is reason to conclude that independence is not necessary for the propositions of expectancy theory to prove valid.

Another assumption, transitivity, is generally conceded to be necessary for expectancy theories. Accordingly, if an outcome A is preferred to another outcome B, and B in turn is preferred to C, then A must be preferred to C. If this is not the case and C has greater valence than A, then intransitivity exists. To the extent that people actually think in intransitive terms, expectancy theory, with its strong reliance on rationality, is in trouble. Luckily for the theory, the evidence currently available suggests that intransitivity is a relatively uncommon phenomenon.

It seems appropriate to conclude that a number of rationality assumptions derived from decision theory do not represent necessary conditions for expectancy theories. If the theory works in
the prediction of performance, effort expenditure, job satisfaction, occupational choice, and the like, then it is not necessary to give major attention to these considerations. To the extent that it fails to predict such factors, they become likely causes that require exploration. In this connection Locke, an early critic of expectancy theory, now holds that it is valid, especially in highly structured situations (Bartol and Locke 2000).

Applications

Most of the literature on expectancy theory gives only fleeting attention, if any, to practical applications. The major exception to this generally nonpractice-oriented approach is a series of statements about the administration of compensation and other reward systems initiated in the Porter and Lawler (1968) volume and continuing through a number of subsequent publications by Lawler.

Four recommendations for practice grew out of the original Porter and Lawler research, although the fourth is not a direct derivative of the theory per se:

1. Companies should collect systematic information as to what employees want from their jobs (value of rewards or valence) and their perceived probabilities of obtaining rewards relative to the effort they put out. This information could then be used in designing reward systems.
2. Companies should make sure that employees understand the role prescriptions for their jobs so that efforts are not misdirected and thus wasted.
3. Companies should take steps to tie rewards to performance in the minds of employees (to establish perceived contingencies). This argues against giving pay increases across the board, cost-of-living raises, and also against incentive raises that are kept secret, thus preventing any relative evaluation of their value. It argues for:
   a) tailoring rewards to what the individual wants;
   b) giving more extrinsic rewards and more opportunities to obtain intrinsic rewards to superior performers than to inferior performers; and
   c) permitting employees to see and believe that high performance results in high reward; thus, for example, secrecy about pay should be removed so that contingencies can be observed, and the best and most credible source of information should be used to evaluate performance, even to the point of obtaining peer- and self-ratings.
4. Continuously measure and monitor employee attitudes.

In his subsequent writings, Lawler has placed particular emphasis on procedures that create performance–outcome contingencies and on individualized approaches that, among other things, adjust rewards to valent outcomes. His most unique contributions in these respects have been the emphasis on eliminating pay secrecy and a call for the use of “cafeteria” compensation systems, which permit employees to structure their own compensation (pay and benefits) packages to place the greatest relative emphasis on what they desire the most. In recent years Lawler has expanded his idea of individualizing the organization to include other approaches, although these are not necessarily derived from expectancy theory (Lawler and Finegold 2000). The term line of sight has been applied to the expectancy theory view that, in order to be motivators, rewards must be seen as important and obtainable by the individual involved (Lawler 1994). I should note, however, that line of sight is not always defined in this manner in the literature (see Boswell 2000).

A point worth noting with regard to Lawler’s concept of line of sight is the following:
Expectancy beliefs may be more difficult to achieve at team and organizational levels because of line-of-sight difficulties. Employees may question whether their efforts will in fact lead to the desired level of group or organizational performance because there are likely to be many factors other than their own efforts that are influencing performance as well. (Bartol and Durham 2000, 6)

Thus team-based rewards and organizational rewards such as stock options face motivational difficulties that extend well beyond pay for performance procedures at the individual level.

In certain respects, the highly rationalized organization that expectancy theory demands seems comparable to the ideal bureaucracy of organizational theory. Yet some people have allied expectancy theory with participative management. Either form can probably be compatible with expectancy theory, provided decisions are made in some manner, and those decisions emphasize performance–reward contingencies. It would appear that such decisions might be somewhat easier to obtain in the hierarchic context of a bureaucracy, but that if such contingencies do emerge from participative processes, the latter will facilitate the kind of information exchange that causes the contingencies to be widely recognized.

In any event, the theory argues for selecting employees who are likely to have high scores on the various expectancy theory measures and who thus will bring a maximal amount of effort or force to the work context. Such individuals should be most responsive to a situation within the domain of expectancy theory and least susceptible to any detrimental side effects.

A rather sizable body of research indicates that the people who bring the most motivational energy to their work (as that energy is determined from expectancy theory) are those generally referred to as internals. These people believe that events in their lives are largely subject to their own influence; in contrast, externals see themselves as largely at the mercy of fate, luck, and more powerful individuals. Given the rational, hedonistic emphasis of expectancy theory, it is not surprising that internals tend to emerge as strongly motivated in these terms. Furthermore, the idea of selecting people to fit an expectancy theory context has received research support as well (Miller and Grush 1988).

The Research Evidence

Research tests have yielded sufficient theoretical support so that it seems safe to conclude that expectancy theories are on the right track. They certainly do not explain all motivated behavior in all types of work organizations, but they do explain enough to be worth pursuing. The early research was far from conclusive in that the theory often emerged as invalid in a specific context and even when validity was established, the correlations tended to be low. Now enough is known so that studies can be designed that will yield not only significant results, but also correlations well above those that plagued the early research.

As Graen (1969) has indicated, expectancy theory works best when contingencies can be established in a concrete manner between effective job performance and attaining favorable role outcomes. In other words, people have to see that putting out effort to do what the job requires will give them what they want. When rewards are not so structured or existing performance–reward relationships are so ambiguous that they are not readily perceived, the theory appears to predict very little.

In addition to observing this boundary condition for the theory, a test also must utilize measures that are not only reliable but valid operationalizations of the theoretical variables. In the past these measurement requirements have not always been met, but it has become apparent that they
can be met if sufficient attention is given to the selection or initial development of the measures (Ilgen, Nebeker, and Pritchard 1981).

Most of the early studies utilized lists of outcomes developed by those conducting the research. However, it has become evident that expectancy theory predictions derived from a limited set of outcomes specified by each subject outperform predictions made from a longer, entirely researcher established, standard list. These and other findings in the studies argue for the use of an individualized approach to outcome generation. However, one may wish to focus research attention on specific types of motivation, as Porter and Lawler (1968) did with pay as an outcome. In such cases, researcher designation of outcomes is entirely appropriate.

Vroom (1964, 19) states that “people choose from among alternative acts, the one corresponding to the strongest positive (or weakest negative) force.” The implication is that force values for various alternative acts should be computed for each subject; the highest would then be predicted to result in behavior. Yet the approach used in all of the early research was to develop only one force prediction per subject and then run correlations with criterion measures across a number of subjects. In contrast to this typical across-subjects approach, the within-subjects procedure yields separate correlations between predicted force and criterion values for each subject. These correlations may then be averaged to get a composite measure. Using this latter approach does in fact yield a higher level of theoretical confirmation.

It is apparent also that correlations can often be raised by including measures of variables that are extraneous to the basic expectancy theory formulations—for instance, the family and peer pressure indexes utilized in certain of the occupational choice studies. To do this certainly contributes to our overall understanding of human motivation; however, extending the research in this manner contributes little to our understanding of expectancy theory and of how and why its component variables work. There is a real risk that the expectancy concepts may become lost in a mélange of other constructs so that true understanding of the basic theory is impaired.

Without question, research on expectancy theory has come a long way, and predictions have improved accordingly, as problems in the early studies have been unearthed, dealt with, and solved. Yet, there are remaining issues. One involves the use of multiplicative composites such as expectancy $\times$ valence in correlational analyses. There are inherent problems in doing this, and these problems are present in expectancy theory research (Evans 1991). However, many people do not employ multiplicative information processing, as the expectancy model implies, but rather utilize additive processes. This situation is similar to that noted in Chapter 6 for job characteristics theory. Thus, ideally multiplicative and additive information processors would be identified in advance and appropriate procedures applied in analyzing data from each. Individual differences continue to force their way into a theory that originally gave little attention to them.

A recent meta-analytic review of the research (Van Eerde and Thierry 1996) confirms certain earlier conclusions and identifies some new ones. Within subjects, as opposed to between subjects, analyses continue to produce higher validity coefficients. When the total expectancy theory model (see Figure 7.1) is utilized in the analysis, results are consistently supportive of the theory, but similar results are often reported for components of the theory. Thus expectancy $\times$ valence and valence $\times$ instrumentality seemed to work just as well as the full valence-instrumentality-expectancy model (although a number of the studies used a multiplicative approach incorrectly). The highest correlations were obtained with preference (the attractiveness of preference ratings of jobs, occupations, or organizations), intention (either to apply for a job or to turn over in a job), and effort (including measures of effort expenditure
on a task such as time spent, effort ratings by supervisors, self-reports of effort spent on a task or applying for a job, and intended effort). Performance (including measures of productivity, gain in performance, task performance, grades, performance ratings by supervisors, and self-ratings) and choice (the actual voluntary turnover, job choice, and organizational choice) produced lower validities.

The results suggest that common method variance may have inflated some of the findings. However, it is also true that roughly a third of the studies were conducted in the 1960s and early 1970s when methodological problems were frequent, thus depressing correlations overall. Other evidence indicates that expectancy theory is particularly suited to occupation/organizational choice situations (Wanous, Keon, and Latack 1983). In this context validity coefficients in the 0.70s are not uncommon.

**Intrinsic and Extrinsic Motivation**

Expectancy theory formulations have in general distinguished between extrinsic and intrinsic motivation, but they have viewed the two as additive, so that the distinction is of no special importance. There is, however, a line of reasoning and research that challenges this additive assumption. Statements of this position (see Deci and Ryan 1985) pose a clear threat to expectancy theory in this regard.

Intrinsic motivation is defined as based on the desire for competence and self-determination. Among those who challenge expectancy theory, it is measured almost exclusively by observing the amount of time spent on a task during a period when the subjects have a free choice as to what to do with their time. Intrinsic motivation is said to be facilitated by enhancing the subject’s sense of self-determination, for instance by providing a choice of what to work on or what order to work on tasks, and by enhancing a sense of competence through the use of positive feedback. Extrinsic rewards, among which money is the most often cited, have a controlling aspect and an informational aspect. If the controlling aspect is salient, intrinsic motivation is decreased. If the informational or feedback aspect is salient and positive, intrinsic motivation is increased.

Many organizational behavior scholars have found it difficult to accept the view that extrinsic motivation often operates to reduce intrinsic motivation. The results of research testing expectancy theory do not seem to be consistent with such an interpretation. Furthermore, incentive pay systems repeatedly have been found to increase performance levels. It is hard to believe they should be abandoned because they control intrinsic motivation and reduce it. It seems unlikely that the phenomenon described by Deci and Ryan (1985) has practical relevance. Many jobs, such as those of a managerial, professional, and entrepreneurial nature, frequently appear to engage such high levels of intrinsic motivation that performance is impervious to any possible negative extrinsic impact. Also, some kind of explicit or implicit inducement–contribution contract involving extrinsic inducements including pay is the prevailing norm in the world of work, and under such circumstances the phenomenon described by Deci on the current evidence does not appear to operate.

As a result of these and other considerations reviewers have generally come to reject the idea of a subtractive relationship as inherent in what has been called cognitive evaluation theory (Bartol and Locke 2000), or they have concluded that more study is required before accepting the theory is warranted. There is some evidence that intrinsic motivation should be conceptualized as episodic and temporally bounded, and this too has led to reviewer concerns. Particularly significant are the results of a meta-analysis that used the nature of the research design employed as a contingency variable. These results are described as follows:
Multiple measures are necessary to determine the convergent validity of a construct to avoid methodological weaknesses inherent in a particular measure. Free-time and performance measures, two different operationalizations of intrinsic motivation, do not converge, i.e. react similarly under similar experimental treatments. The lack of convergence suggests that different constructs may be being measured and that the two measures should not be used interchangeably as operationalizations of intrinsic motivation. Subsequent research should specify the domain of observables for the construct of intrinsic motivation more clearly. (Wiersma 1992, 112)

This lack of construct validity is inherent in the fact that 88 percent of the free time study results operate in a manner consistent with predictions from cognitive evaluation theory, but only 15 percent of the results produced from studies using performance results support that theory. Combining the two sets of findings, which to be entirely proper one should not do, gives a value of $-0.136$, in the direction posited by cognitive evaluation theory, but far from significantly different from 0. Clearly there is something going on here that needs explaining, but Deci’s theory does not provide a full explanation.

More recent analyses unfortunately have not resolved this puzzle. At last count there were something like eight meta-analyses of the literature bearing in one way or another on the issue at hand. Furthermore, unlike what has been the case in most other literatures, the results obtained do not always coincide; in fact, a substantial controversy now exists as to what the literature really says, and whose approach to aggregating it is most valid (or least flawed). It is quite possible now to find a meta-analysis that supports almost any position one wishes to espouse.

Out of all this have come several conclusions that, although they do not solve the problems, may point the way (see Deci, Koestner, and Ryan 1999):

- An undermining effect can be demonstrated with considerable consistency and the free-time condition is particularly likely to elicit this effect.
- There are conditions where rewards such as money do not necessarily undermine intrinsic motivation; undermining is less pronounced in the case of performance-contingent rewards than otherwise.
- Meta-analysis may well not be the method of choice for combining literatures that are procedurally diverse, theoretically derived, and empirically complex—like the cognitive evaluation literature.
- When one focuses only on more applied studies, the results indicate a positive or null (not negative) relationship between reward and intrinsic motivation.
- The undermining effect is particularly pronounced among children.

The hope is that these conclusions might point to findings that undermining does not operate with adults, in employing organizations, where performance-contingent rewards are used. Perhaps there are more areas of exclusion as well. However, the research breakthroughs to provide definitive answers in this regard are still off in the future.

We do have data of the kind placed in the boxes at the beginning of each chapter in this volume for Deci and Ryan’s cognitive evaluation theory. These ratings reflect the conclusions stated here. The importance rating is at the 4-star level (4.27), estimated validity is at 3, and estimated usefulness is at 1. None of these values is particularly high and the usefulness figure is quite low, primarily because the Deci and Ryan theory directly contradicts the evidence from applied contexts.
Treatments of expectancy theory have declined since the early period of excitement, but they are far from being gone from the literature. One factor contributing to the decline is that utilizing these ideas directly in practice has proved to be difficult.

On the research front, a major emerging emphasis is that individual differences are receiving increased attention in contrast with the long-standing view that expectancy theory was not concerned with such matters. The within-subjects approach to research began to move the theory in that direction, but recently there has been much more. Tang, Singer, and Roberts (2000) find a wide variation on expectancy theory variables, including outcomes, among the employees of a single company. Van Eerde and Thierry (2001) conducted several laboratory studies that suggest that different motivation theories may be appropriate to different groups of people. They also find that self-efficacy is an important factor in expectancy theory results and that other individual differences operate as well. Judge and Ilies (2002) performed a meta-analysis on relationships between the so-called “big five” personality traits and expectancy motivation; they obtained significant findings in all five instances, but the negative correlation with neuroticism and the positive correlation with conscientiousness were most pronounced.

A set of laboratory studies indicated that arousing positive emotional states, or moods, influenced cognitive processes of the kind involved in expectancy theory so that motivation and performance were facilitated (Erez and Isen 2002). Also, it has proven possible to develop a measure of test-taking motivation based on expectancy theory (Sanchez, Truxillo, and Bauer 2000). All in all, the research being published indicates that expectancy theory is very much alive and well.

The expectancy theory framework taken in a general sense, and including the Vroom as well as the Porter-Lawler variants, seems at the present time to have achieved a position where it is widely supported by a diverse array of reviewers (Bartol and Locke 2000; Ambrose and Kulik 1999; Pinder 1998). We do not know as much as might be desired about how it works in a cognitive sense, but we do believe it works. The domain of the theory is limited to structured, rational, and conscious thought processes, however.

**CONCLUSIONS**

The evaluations of the Vroom and the Porter-Lawler variants on expectancy theory are identical except that the Vroom version is institutionalized; the stars themselves are the same. However, the Vroom variant has an average importance rating of 5.96, one of the highest values obtained. The Porter-Lawler importance rating is at 5.41. Also, the two variants, although both originating in the decade of the 1960s, differ somewhat on this score as well—Vroom’s theory arrived in the first part of the decade and the Porter-Lawler theory in the latter part. Presumably both of these factors have contributed to the institutionalization difference. The Porter-Lawler variant appears to be close to achieving institutional status.

As indicated within this chapter, there is ample evidence, once the measurement problems got resolved, that expectancy theory is highly valid (5 stars), no matter whose variant one uses. The reviewers agree fully; as Bartol and Locke say, “the expectancy model is true” (2000, 112). However, the theory has much less value for practice, where the rating is 3 stars. Lawler has contributed the most in this regard, and he continues to write on these matters. Yet not all of the approaches he champions had their origins completely in expectancy theory.

Expectancy theory and the theoretical approaches to be considered in the next chapter have a great deal in common. Both derive from some version of learning theory, both rely heavily on
contingent reinforcement, and both have demonstrated considerable validity in predicting a wide range of outcomes. Presumably they account for much common variance in these outcomes as well.
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Conclusions

The theoretical positions to be considered in this chapter derive from the legacy that B.F. Skinner left organizational behavior. Skinner himself, however, wrote very little and conducted no research dealing directly with organizational topics; his concerns were either with individual behavior or with the broad spectrum of culture and societal functioning. Thus, it has fallen to others to extrapolate Skinner’s ideas into the organizational setting and to conduct research related to those extrapolations. Skinner indicates his own relationship to the field of organizational study in the following quote from one of the interviews that represent his only specific published contributions to the field:

I’m not a specialist in industrial psychology. I have only a casual acquaintance with the kinds of things done by Douglas McGregor and Abe Maslow. They do not strike me as
being particularly effective. You can classify motives and still neglect contingencies of reinforcement, and the contingencies are the important thing. Behavior modification is beginning to get into industry, and that may mean a change. Up to now it’s been most effective in psychotherapy, in handling disturbed and retarded children, in the design of classroom management, and in programmed instruction. It is possible that we’re going to see an entirely different kind of psychology in industry. Unfortunately there are not yet many people who understand the principle. It is not something that can be taken over by the nonprofessional to use as a rule of thumb. In the not-too-distant future, however, a new breed of industrial manager may be able to apply the principles of operant conditioning effectively. (Skinner and Dowling 1973, 40)

Skinner was born in 1904 and died in 1990. His contributions to psychology span a sixty-year period, and his descriptive behaviorism has had a deep impact on psychological thinking (Lattal 1992). He obtained his doctorate in psychology from Harvard in 1931 and subsequently served on the psychology faculties of the Universities of Minnesota and Indiana before returning to Harvard in 1948. In the early years, Skinner’s research focused on animals, and he gave little attention to practical applications of his ideas in any form. Gradually, however, his horizons expanded. Skinner subsequently wrote several books that provide statements regarding matters that have possible relevance for the study of organizations, although none touches even tangentially on the field of organizational behavior.

BACKGROUND

A number of different individuals published extensions of Skinner’s ideas to the organizational domain during the late 1960s and early 1970s. The industrial Zeitgeist appears to have been ripe for this kind of approach, since an earlier effort (Aldis 1961) had almost no impact. Some of these extrapolations are presented as direct restatements of Skinner’s previously published views; others do not even acknowledge a debt to Skinner. But all are directly concerned with the process of influencing employee behavior to desired ends using techniques of behavior modification.

The initial statement in this period appears to be that of Nord (1969). This was soon followed by articles by Luthans and White (1971), Sorcher (1971), and Adam and Scott (1971). Among these early contributors, Luthans stands out on a number of grounds. His theoretical treatment is more comprehensive, deals with a wider range of topics, and attempts a greater depth of explanation. He has written about a number of research applications and has continued to write on the subject over a period of many years; the other early writers, on the other hand, have since turned to other endeavors. Beginning in 1971 Luthans has conducted his research and set forth his theory in conjunction with a number of doctoral students and former students, but throughout he has remained the central figure in what he termed at an early point organizational behavior modification, or simply OB Mod (Luthans 1973).

Fred Luthans did his undergraduate work at the University of Iowa in engineering and mathematics. He entered the business school there in 1961 and after completing his MBA continued on in the Ph.D. program. He received his doctorate from Iowa in 1965 at the young age of twenty-five. From there he entered the military and taught at West Point for several years before accepting a faculty position at the University of Nebraska, where he has remained throughout his career.
Luthans became interested in Skinner’s ideas while doing training work with the Nebraska State Mental Health System during the late 1960s. There he learned about the successes being achieved with these ideas applying them to the treatment side of mental health. He set out to determine whether similar successes might be achieved applying operant-based learning approaches and techniques in human resource management (Luthans 1996). He has been studying the subject ever since.

As an introduction to OB Mod, I start with certain formulations set forth by W. Clay Hamner during the early to mid-1970s. These formulations provide a particularly useful bridge between Skinner and OB Mod. Hamner received his doctorate in organizational behavior from Indiana University and has taught there, at Michigan State University, at Northwestern, and at Duke—all in the business schools. During the 1980s, he began moving out of the field of organizational behavior and ultimately took up other endeavors. In many respects he was replaced in the literature of organizational behavior by Judith Komaki, who is now on the psychology faculty of the City University of New York.

FORMULATIONS REGARDING OPERANT BEHAVIOR SET FORTH BY HAMNER

The basic concept of the theory is learning, defined as “a relatively permanent change in behavior potentiality that results from reinforced practice or experience” (Hamner 1974a, 87). Performance is the translation of what is learned into practice. Through reinforcement certain behaviors are strengthened and intensified and thus occur more frequently.

Behavior may occur in a reflex manner in response to changes in the environment. This type of behavior is of little concern for the theory. What is important is operant behavior, behavior emitted by a person that influences or has an effect upon the individual’s outside world. Operant behaviors are learned as consequences accrue in the form of rewards and punishments that are applied contingent upon whether certain behaviors do or do not occur. Thus, the role of the supervisor becomes one of orchestrating reinforcements to produce desired behaviors at a high frequency; this is how performance can be improved.

Operant learning involves a process whereby reinforcers are applied to initially randomly emitted behaviors. Accordingly, to understand a person’s behavior one must know the situation in which the behavior occurs, the nature of the behavior, and the reinforcing consequences. To influence a person’s behavior in a desired direction, one must know how to arrange correctly the contingencies of reinforcement. The major hypotheses of the theory relate to the relative effectiveness of manipulating the contingencies of reinforcement in different ways.

Types of Contingencies

Four different types of arrangements of contingencies are specified. Two serve to strengthen desired behavior (positive reinforcement and avoidance learning) and two serve to weaken undesired behavior (extinction and punishment). “A positive reinforcer is a stimulus which, when added to a situation, strengthens the probability of an operant response” (Skinner 1953, 73). Certain reinforcers such as food, water, and sex are innate and thus operate independent of past experiences. In the work context, however, the important reinforcers are learned, such as advancement, praise, recognition, and money. What is a reinforcer for one person may not be for another; it depends on the individual’s past reinforcement history.
Hamner (1974a) describes three steps in the successful application of reinforcement theory in the work environment:

1. Select reinforcers that are powerful and durable for the individual.
2. Design contingencies so as to make the occurrence of reinforcing events contingent upon desired behavior.
3. Design contingencies so that a reliable procedure for eliciting the desired behavior is established.

The third point is important because if one cannot ever find the desired behavior to reward, learning cannot occur. Training thus becomes a method of shaping behavior so that it can be controlled by reinforcement procedures. Separate aspects and approximations of the total desired behavior are reinforced until finally the behavior as a whole is shaped; learning to drive a car might be an example.

Avoidance learning operates in a manner similar to positive reinforcement except that the desired behavior serves to prevent the onset of a noxious stimulus, or, in a variant, terminates such a stimulus that already exists. In the workplace, supervisory criticism is often such a noxious stimulus. Although avoidance learning is effective under certain circumstances, many behavior modification advocates, including Skinner, much prefer positive reinforcement.

Extinction occurs when a previously utilized positive reinforcer is withheld. Under such circumstances the behavior involved may continue for some time, but as the reward continually fails to appear, the behavior diminishes and ultimately is extinguished entirely. This approach is appropriate when an individual brings undesired behaviors to the job or when an undesired behavior has inadvertently been reinforced in the past.

Many behavior modification advocates prefer extinction to punishment as a method of influencing behavior, on the grounds that punishment may have certain negative side effects. Skinner himself does not favor the use of punishment. There are, however, many behavior modification approaches in use that draw heavily on the reinforcement effects of punishment. There is no unanimity on this matter.

Hamner (1974a) and Hamner and Hamner (1976) present several rules for using operant conditioning techniques, which might best be considered as hypotheses with regard to how desired behaviors may be obtained.

1. Do not give the same level of reward to all; differentiate based on some performance standard.
2. Failure to respond to behavior has reinforcing consequences; these consequences should be recognized, and nonaction as well as action should be adjusted to the desired ends.
3. Tell a person what behavior gets reinforced.
4. Tell a person what he or she is doing wrong.
5. Do not punish in front of others; there may be undesirable side effects not only for the person punished but for the others as well.
6. Make the consequences equal to the behavior.

**Schedules of Reinforcement**

Although a variety of different reinforcement schedules are possible, certain ones are of particular theoretical and practical relevance. Continuous reinforcement occurs when every instance of the de-
sired behavior is followed by the reinforcer. This approach often is not practical in a complex work environment in which managers supervise many employees. Although continuous reinforcement fosters rapid learning, it also produces behavior that is subject to rapid extinction, should the reinforcer be removed for any reason. Overall, some kind of *partial reinforcement* schedule is recommended.

Partial reinforcement, when reinforcement does not occur after every emergence of an operant, is relatively slow but has the advantage of considerable permanence. Four such schedules require discussion:

- **Fixed interval**—reinforcement occurs when the desired behavior manifests itself after a set period of time has passed since the previous reinforcement.
- **Variable interval**—reinforcement occurs at some variable interval of time around an average.
- **Fixed ratio**—reinforcement occurs after a fixed number of desired behaviors are produced.
- **Variable ratio**—reinforcement occurs after a number of desired responses, with this number changing from one reinforcement to the next, varying around an average.

These schedules are presented in order of anticipated increasing effectiveness. Fixed interval procedures tend to yield cyclical fluctuations with desired behaviors maximized just prior to reinforcement. In general the variable approaches produce slower extinction and more stable performance levels. The variable ratio schedule is considered to be particularly attractive, although it may not be as easy to implement. In all instances it is important that the reinforcer follow the desired behavior as closely as possible.

**Stages in Developing a Positive Reinforcement Program**

Hamner (1974b) and Hamner and Hamner (1976) have set forth certain steps or stages that should be followed in introducing a positive reinforcement program in a company. In essence this is an applied theory of performance maximization. Underlying these statements is the view that positive reinforcement should be maximized and punishment minimized. Furthermore, worker attitudes as a cause of behavior are ignored on the grounds that behavior can be fully explained in terms of the work situation and the contingencies of reinforcement.

The *first* stage is to define performance in strictly behavioral terms and to conduct a performance audit with the objective of establishing a baseline for measuring future performance. This procedure makes it possible to determine what the current performance situation is, in as objective a manner as possible.

The *second* stage involves setting specific and reasonable performance goals for each worker, expressed in measurable terms. These goals, however they may be established, are external to the individual; there is no invoking of experiential concepts such as intentions, expectations, and the like.

The *third* stage is to have the employee maintain a continuing record of work, a schedule of reinforcements. This way it is possible for the individual to picture how current work contrasts with that of the performance audit stage and with the goals established in stage two. The objective is to create a situation in which behavior that will warrant positive reinforcement occurs. One way of doing this is to shorten the time intervals of measurement as much as possible.

The *fourth* stage is described as follows:

The supervisor looks at the self-feedback report of the employee and/or other indications of performance (e.g., sales records) and then praises the positive aspects of the employee’s performance (as determined by the performance audit and goals set). This extrinsic rein-
forcement should strengthen the desired performance, while the withholding of praise for the
performance which falls below the goal should give the employee incentive to improve that level of performance. Since the worker already knows the areas of his or her deficiencies, there is no reason for the supervisor to criticize . . . use of positive reinforcement leads to a greater feeling of self-control, while the avoidance of negative reinforcement keeps the individual from feeling controlled or coerced. (Hamner 1974b, 285)

Although the above discussion focuses on reinforcement by praise, other approaches may be used as appropriate to the individual’s reinforcement history, including money, freedom to choose one’s activities, opportunity to see oneself achieving, higher status on some dimension, and power over others.

ORGANIZATIONAL BEHAVIOR MODIFICATION THEORY

Organizational behavior modification theory is set forth in two books and several articles. There is a 1970s version most fully presented in the book Organizational Behavior Modification (Luthans and Kreitner 1975) and then a 1980s version, which is different in important respects, presented in Organizational Behavior Modification and Beyond (Luthans and Kreitner 1985). We will start with the 1970s approach.

Rejection of Internal States as Causes

Luthans and Kreitner (1975) are explicit in following Skinner with regard to the rejection of internal states (attitudes, motives, feeling, and the like) as causes of behavior. Behavior is said to be strictly a function of its consequences, not of internal motives; thus the theory is really one of learning, not motivation, although the ultimate outcome remains performance, as in the preceding formulations. Unobservable internal states are irrelevant to understanding behavior and generally are mere concomitants of the behaviors themselves. Inner-state constructs such as achievement motivation, expectancy, intentions and goals, self-actualization, feelings of equity, and so on have no place in the theory. At least they are said not to. In this sense it represents a radical departure from previous theories (Luthans and Otteman 1973).

This 1970s theory, in contrast to others that generally espouse behaviorist principles but include internal variables in their formulations as well, fully accepts the following position (Skinner 1975, 43):

What we feel are conditions of our bodies, most of them closely associated with behavior and with the circumstances in which we behave. We both strike and feel angry for a common reason, and that reason lies in the environment. In short, the bodily conditions we feel are collateral products of our genetic and environmental histories. They have no explanatory force; they are simply additional facts to be taken into account.

Stages of the 1970s Behavioral Contingency Management Model

Luthans and Kreitner (1975) present an approach to identifying and managing the critical performance-related behaviors of employees in organizations. They call this approach the behavioral contingency management model for OB Mod. This model presents a series of stages not unlike those suggested by Hamner:
1. Identify performance-related behaviors using the following questions as guidelines:
   a) Can the behavior be reduced to observable behavioral events?
   b) Can one count how often each behavior occurs?
   c) Exactly what must the person do before a behavior is recorded?
   d) Is a key performance-related behavior involved?

2. Measure to establish frequencies of behaviors using such procedures as tally sheets and time sampling.

3. Identify existing contingencies of reinforcement to determine where the behavior takes place and what its consequences are by:
   a) analyzing histories of reinforcement;
   b) using self-report measures; and
   c) resorting to systematic trial and error to identify reinforcers.

4. Carry out the intervention process as follows:
   a) Develop an intervention strategy considering such environmental variables as structures, processes, technologies, groups, and tasks.
   b) Apply the appropriate strategy using suitable types of contingencies.
   c) Measure to establish the frequencies of behaviors after intervention.
   d) Maintain desired behaviors through the use of appropriate schedules of reinforcement.

5. Evaluate the overall performance impacts.

Obviously there are differences in this approach from that of Hamner, such as with regard to establishing goals and the techniques of measurement used. But overall the similarities are greater than the differences. The two together provide a reasonably good picture of how behavior modification theory can reduce to practice.

**Shaping, Modeling, and Self-Control in the 1970s**

Shaping, which is considered only relatively briefly by Hamner, is described in a step-by-step manner in Table 8.1. The following quote serves to amplify that statement:

"Closer approximations to the target response are emitted and contingently reinforced. The less desirable approximations, including those reinforced earlier in the shaping process, are put on extinction. In this manner, behavior may actually be shaped into what is desired. Shaping solves the problem of waiting for the opportunity to reinforce a desired response. It is a particularly important technique in behavior modification if a desired response is not currently in a person’s behavior repertoire." (Luthans and Kreitner 1975, 55)

Table 8.1 also sets forth the steps in modeling, a type of learning that has a somewhat uncertain status in behavior modification. Note that phrases such as attention, participation, and demonstration of positive consequences come into the discussion—implying internal causal states that a true behaviorist should consider irrelevant to theory construction. It is difficult to deal with modeling or imitation without resort to such constructs; yet complex behaviors do become learned rather quickly, obviously too quickly to be a result of shaping. Luthans and Kreitner (1975) follow Bandura (1971) in making this kind of learning part of their theory even though it is almost impossible to handle it without resort to internal constructs such as imagination, memory, and the like. At this point a certain amount of logical inconsistency is introduced into their theory.
This same problem plagues the discussion of self-control as well, another concept of somewhat uncertain status in behavior modification theory. In the strict behavioral sense, self-control involves the manipulation of environmental consequences by the individual to determine his own behavior. However, most who try to put the idea in the employment context, including Luthans and Kreitner (1975), find it impossible not to invoke internal constructs.

### The Status of Punishment

Hamner notes that punishment as a type of contingency can have certain negative side effects that make it relatively unattractive. In contrast, Luthans is more accepting of the use of punishment, while recognizing its limitations. Four such side effects are noted:

1. Punishment serves to suppress behavior temporarily rather than to change it permanently, with the result that a method of continued punitive reinforcement must be devised; often this requires a manager’s continued presence.
2. Punishment generates emotional behavior, often against the punisher.
3. Punishment may serve not to suppress behavior temporarily, but to stifle it permanently under any and all circumstances, thus producing a degree of behavioral inflexibility.
4. A frequently punishing individual may assume the role of a conditioned aversive stimulus, with the result that he or she disrupts self-control efforts and cannot effectively administer positive reinforcers.
These considerations are generally consistent with those discussed by Nord (1969), who also indicates that punishment does not necessarily produce the desired behavior, only the cessation of the punished behavior. Another undesired behavior may be next in the response hierarchy, replacing the one punished. Yet, given all these arguments punishment is still widely used in managing organizations and in behavior modification (Luthans and Kreitner 1973).

Organizational Behavior Modification in the 1980s

By the early 1980s, two versions of the theory were clearly in evidence. There was first the Antecedent (Environmental Context) → Behavior → Consequences of Behavior (A-B-C) model that characterized the 1970s (e.g., see Thompson and Luthans 1983). There was also a new model labeled S-O-B-C —Situation (the stimulus and the broader antecedent environment, overt or covert) ↔ Organism (the cognitive processes that play a mediating role; the person) ↔ Behavior (the response or pattern of behavior, overt or covert) ↔ Consequences (the contingent consequence which can be reinforcing or punishing, overt or covert) (e.g., see Davis and Luthans 1980). This new model adds social learning to the earlier view, whereby people learn by observing other people. This is manifest in the “organism” component and in the use of the term “covert” to imply a process within the person. By the middle of the 1980s these two models, or theoretical versions, had been combined so that social learning now had been made explicit, and internal states as causes were no longer rejected (Kreitner and Luthans 1984; Luthans and Kreitner 1985). Thus the logical inconsistency previously noted is cleared up.

Luthans draws heavily on the social learning theory of Bandura (1977) for this new version of his theory. The processes inherent in social learning are depicted in Figure 8.1. Here people influence their environment, which in turn influences their thoughts and behavior. Social learning extends the operant, A-B-C model of learning, with its entirely external emphasis, by explaining how individuals process environmental stimuli. Accordingly, it becomes much easier to explain why similar people in similar situations often behave in very different ways.

Figure 8.2 presents the revised and integrated model (the S-O-B-C approach). Under situation, cues do not actually cause subsequent behavior, but they do set the occasion for the behavior to be emitted in an operant manner. Under organism, the role that cognitive mediating and self-control processes play, as influenced by personal characteristics, is depicted. Note that expectations are explicitly included, bringing the revised theory much closer to expectancy theory. Under behavior, a number of dimensions are introduced including subvocalization (thought). Under consequences, self-reinforcement (self-control) is noted and a feedback loop is introduced indicating that consequences influence mediating cognitions, self-management processes, and personal moderators, and give power to situational cues.

Consonant with the introduction of social learning, the theory now says that much learning occurs through modeling one’s behavior on the actions of others. People select, organize, and change stimuli around them as they learn new behaviors; they also anticipate consequences of their acts—rewards and punishments, for instance—and their behaviors are motivated accordingly. In contrast to radical behaviorists, social learning theorists believe that cognitive processes play an important role in learning (see Bandura 2001).

With the incorporation of social learning concepts, OB Mod can deal with approaches such as self-management, whereby people regulate their own actions. Self-management requires the deliberate manipulation of stimuli, internal processes, and responses to achieve personally identified behavioral outcomes. In Figure 8.2 note the frequent reference to internal thought processes—planning, personal goals, self-contracts, mental rehearsal, expectations, and the like—and the important causal role given these processes in the creation of self-controlled behavior.
Figure 8.1 A Model of Social Learning Process


Figure 8.2 The 1980s Expanded Model of Organizational Behavior Modification

Self-management is much more important in organizations than has generally been recognized, although it is not sufficient in and of itself to produce a coordinated organizational effort. Self-management has the advantage that it reduces the chance of criticism on grounds of unethical manipulation of others for one’s own benefit, as when a manager “uses” a subordinate. Self-management has the quality of self-determination and self-control, as opposed to being controlled by others.

Luthans (1996) is not entirely comfortable with the S-O-B-C model; he really prefers the radical A-B-C version with its much greater parsimony, and he considers the empirical support to be greater there as well. Yet he views the extension as necessary to handling a wider range of phenomena.

**Reaching Out to Other Theories**

Since the mid-1980s, Luthans on several occasions has proposed further extensions of OB Mod theory beyond the integration with social learning theory. The objective in each instance appears to be to expand the theoretical domain covered and to widen the number of phenomena explained. Examples are ties to goal-setting theory, attribution theory, and macro-oriented organizational perspectives (Luthans and Martinko 1987). More recently, ties have been proposed with social cognitive theory and with the self-efficiency construct (Stajkovic and Luthans 1998). An example here is the advocacy of managerial social recognition, contingent upon individual employees’ desired behaviors, as a basic principle for organizational behavior (Luthans and Stajkovic 2000). This approach again brings Luthans together with Bandura (1997). Consonant with this reaching out, Luthans has joined forces with the positive organizational scholarship movement (see Chapter 2) emphasizing such concepts as confidence, self-efficacy, hope, optimism, subjective well-being, emotional intelligence, and resiliency (Luthans 2002; Luthans and Avolio 2003), as well as his agreement with various leadership concepts.

These extensions have not been worked out in the same degree of theoretical detail as with the social learning theory integration, and accordingly at present they cannot be considered components in full standing of OB Mod theory. It appears that Luthans is attempting to draft a comprehensive general theory of human motivation and behavior in organizational contexts, but the theoretical links necessary to achieve this objective have not been established as yet.

**EVALUATION AND IMPACT**

Starting in the late 1960s and continuing to the present, a number of organizations have undertaken sizable, continuing applications of behavior modification with the objective of reducing absenteeism, increasing output, achieving cost savings, and the like. These applications typically involve specific, relatively large components within the organization. In most instances they do not represent controlled experiments so much as demonstrations of behavior modification’s feasibility. Frequently, hard data on successes and failures are lacking, and one must rely on testimonials. Yet there have been a sizable number of well-controlled studies as well. We will focus on the latter because it is there that any meaningful evaluation of OB Mod must obtain its data. The research in which Luthans has been involved is particularly relevant.

**Research Involving Luthans**

Although Luthans in collaboration with various students and former students has published considerable research testing his theory, certain studies stand out. A test using salespeople in a department store, for instance, is described by Luthans (1996) as his strongest methodologically, and his
most comprehensive study on the impact of OB Mod. The design used experimental and control groups constituted from the membership of randomly selected departments (Luthans, Paul, and Baker 1981). There was also a feature whereby subjects served as their own controls using a baseline period, intervention, and then a return to baseline conditions. Criterion data were derived from periodic observations of behavior that yielded from 93 to 98 percent agreement depending on the reliability measure used. The intervention made available contingent rewards consisting of time off with pay, equivalent cash, and eligibility for a company-paid vacation for performance above standard. Engaging in selling and other performance-related behavior was very similar during the first baseline period for both experimental and control groups. These behaviors increased dramatically in the experimental (but not control) group during the intervention. This pattern of increase carried over into the return to baseline period, although the difference between experimental and controls was less pronounced. When nonwork behavior was used as a criterion, these results were repeated except that, of course, the measure dropped with the intervention. That the measures post-intervention did not return to baseline levels is not totally unexpected, but it does invoke post-hoc explanation.

A later study conducted in a manufacturing context using an ABAB design, but without a control group, yields a more typical result (Luthans, Maciag, and Rosenkrantz 1983). In such a study the steps are as follows:

A. **The baseline period.** Establish a baseline measure of behavior prior to learning.
B. **The period of intervention.** Introduce the learning intervention while continuing to measure.
A. **The period of no intervention.** When the behavior has stabilized at a new level, withdraw the learning intervention and reestablish baseline conditions. This reversal should cause the behavior to revert to the baseline level.
B. **The period when intervention is reintroduced.** When the behavior has stabilized back at the baseline level, reintroduce the same learning intervention and see if the behavior frequency changes once again.

If withdrawing the intervention (the second A step) does not cause the behavior to shift back toward the baseline level (as it does in Figure 8.3), it is possible that some external factor, such as a pay raise, produced the initial results.

Another research effort that occasions special mention from Luthans (1996) was carried out in a Russian factory (Welsh, Luthans, and Sommer 1993). A within-subjects experimental design similar to that used in the department store was employed, but without control groups. Three different experimental interventions were compared: (1) provision of extrinsic rewards consisting of American goods rarely available in Russia contingent upon performance improvement, (2) provision of social rewards (praise and recognition) by supervisors trained to contingently administer these rewards, (3) initiation of participative decision making whereby the workers came up with suggestions for job enrichment and were empowered to carry them out. There is no specific evidence as to whether job enrichment per se actually “took” as an intervention. The first intervention increased production levels, and then there was a partial reversion to baseline levels subsequent to the withdrawal of the intervention. The second intervention produced a similar effect except that the decline after withdrawal was significant. The third intervention actually produced a decline in production levels. This latter result is attributed to culturally based mistrust of participative procedures. The Russian study is portrayed as representing the use of high-performance work practices in that country (Luthans, Luthans, Hodgetts, and Luthans 2000).

A recent study tested the following hypotheses using two locations, both of which were responsible for processing and mailing credit card bills:
1. Money, systematically administered using the OB Mod model, will have a greater impact on employee performance than will pay for performance routinely administered with no systematic application steps.

2. When all three incentive motivators are applied in the same way through the OB Mod model, money produces the strongest effect on performance, followed by social recognition, and then by performance feedback (Stajkovic and Luthans 2001, 582, 584).

The first hypothesis received support in that OB Mod increased performance 32 percent, and regular pay for performance did so at the 11 percent level; both represented significant increases, but OB Mod had a greater impact. When, in accordance with hypothesis 2, the motivators were compared, money proved to be most effective, while social recognition and feedback did not differ significantly.
Taken as a whole these studies demonstrate considerable validity for OB Mod, using not only varied experimental designs but varied research contexts and types of subjects as well.

**Meta-Analysis of Organizational Behavior Modification Studies**

A meta-analysis conducted by Stajkovic and Luthans (1997) draws upon a much larger research base, but it also reaches a very favorable conclusion for OB Mod. The inclusion requirements for the meta-analysis were established in such a way that over 60 percent of the studies used involved Luthans as a coauthor, and most of the remaining studies were authored by a person with ties to the University of Nebraska. Thus, this represents essentially a test of the theory proposed by Luthans. Although Luthans has endorsed single-subject studies (Luthans and Davis 1982), such studies were excluded from the analysis on the grounds that generalization is not warranted. However, the average effect size is based on only twenty-five subjects, a typical situation in behavior modification research.

Across the 19 studies and 115 effect sizes, there was a significant increase in performance, which amounted to a 17 percent improvement with the introduction of an OB Mod intervention. This increase existed for both manufacturing and service organizations, but it was greater in the manufacturing context. Financial, nonfinancial, and social reinforcers all demonstrated significant effects.

**Does Behavior Modification Work?**

There is considerable evidence that a theory that ignores cognitive variables does not work very well in explaining behavior when it moves into the realm of complex organizations. Extrapolators consistently have felt compelled to repudiate the radical behaviorism of Skinner and to introduce internal, cognitive factors. One reason for this is that under Skinnerian assumptions the only true way to understand and predict behavior, taking into account individual differences, is to comprehend the person’s full reinforcement history. But this is a practical impossibility for mature working adults. Cognitively based theories typically view present thoughts, feelings, attitudes, and the like as providing an adequate representation of past experience and learning; accordingly, they offer a feasible method of dealing with factors that radical behaviorism cannot deal with practically.

Behaviorists argue that their theoretical approach has the advantage of parsimony. But in science, parsimony is a positive value only “all else being equal.” In this case all is not equal; cognitive theories add something above and beyond the strict behaviorist approach in the areas of understanding, prediction, and managing the future. That is why when behavior modification moves into organizations, cognitive variables tend to emerge even when the theorists do their best to avoid them. This appears to be particularly true in dealing with such clearly important phenomena as modeling or imitation and self-control. But the question then becomes whether behavior modification and operant learning theory are needed at all. As a number of writers have indicated, expectancy theory and goal-setting theory, perhaps even equity theory, may be more suitable (e.g., see Locke 1980).

The question thus becomes—how well does behavior modification work, if at all? We have already seen from the Stajkovic and Luthans (1997) meta-analysis that one version of it works quite well. A review reported by Komaki, Coombs, and Schepman (1996) covering a much larger number of studies (fifty-one) finds that 92 percent of these resulted in substantial improvements in performance. These positive results extend across a variety of target behaviors,
a variety of different consequences, a range of subjects and settings, and in some cases have been shown to operate over periods of many years. Many examples of the diversity of successful research applications, including a study by Komaki, may be found in O’Brien, Dickinson, and Rosow (1982). A review that updated their prior analysis, and as a result substantially increased the number of studies, reported a similar 93 percent success rate (Komaki, Coombs, Redding, and Schepman 2000).

A key aspect of the theory, noted by Hamner, Luthans, and many others, relates to the use of various schedules of reinforcement. In general the research strongly supports the application of contingent reinforcement, but beyond this things become more cloudy. Continuous reinforcement appears to be much more effective, in contrast to partial reinforcement schedules, than theory predicts. There is some evidence that the predicted superiority of variable ratio schedules can be anticipated among very experienced workers. However, there are numerous circumstances under which it is not superior. At present it is not at all clear which reinforcement schedule or how much reinforcement is best (Mitchell 1997). There appear to be major variations with the particular people involved.

Organizational behavior modification in some variant has been used widely and apparently successfully in practice. The unique practical contribution that this theory provides in contrast to other theories is captured in the following quote:

Where then lies the distinctiveness of the OB Mod approach? Its major characteristic may be the mental set with which the manager approaches a situation. OB Mod requires the manager to observe quantifiable behaviors, to establish base rates in order to determine the extent of the problem, to determine what reinforcers are supporting the undesirable behaviors, to estimate what stimulus will reinforce the desired behavior, and to chart the frequency of the desired behavior after the reinforcement intervention. It is this critical look at behaviors and contingencies that promises to provide a refreshing addition to the organizational behavior literature. (Korman, Greenhaus, and Badin 1977, 189)

Given that a manager has developed the mental set implied by OB Mod, where is the approach likely to work best? One requirement is that precise behavioral measures of the central performance variables in the work be possible. This is much more feasible for manual work than for managerial and professional positions. In any job there is always the risk that one will measure and reinforce behavior that is easily measured but contributes little if anything to actual performance. This said, recently developed approaches suggest that managerial behaviors can be assessed appropriately using videotaping procedures (Komaki and Minnich 2002).

Another requirement is that it be possible to control the contingencies of reinforcement. Much of the success of behavior modification has been achieved with children, often in schools, with hospitalized mental patients, with prisoners, and of course originally with animals. In these cases control is relatively easy. In many jobs it is not; for instance, in cases where reinforcements administered by coworkers have long been a primary influence on individual performance. This need for control capability is closely related to a need for simplicity and independence. Developing an appropriate reinforcement approach becomes increasingly difficult as jobs become more complex, involving interacting performance dimensions, and relate to other jobs as subsystems of a larger whole. Behavior modification risks producing sufficient behavior rigidity so that the individual follows one particular course at the expense of other important goals. In interactive situations calling for coordinated effort, it can well yield something less than an optimal overall result. This is an area to which research is now beginning to move.
**Does Behavior Modeling Work?**

Other than in the area of self-management, OB Mod has been used primarily in dealing with nonmanagers in hierarchic organizations. Below the managerial level, it is much easier to prevent unintended environmental factors from intervening and disrupting the learning process. In contrast, behavior modeling, which like self-management is closely allied to social learning theory, has been used much more frequently at the managerial level. The approach is outlined in Table 8.1. It received its initial impetus from a book on the subject by Goldstein and Sorcher (1974).

There is good evidence that modeling one’s own actions on the behaviors of superiors perceived as effective is an important method by which managers develop their own leadership styles. Thus the underlying premise of the approach is upheld. In addition, the studies that have been undertaken to evaluate the approach in terms of its impact on performance are generally favorable. A problem arises, however, because in actual practice wide variations in the techniques employed exist, and little knowledge is available as to which of these techniques are the most effective. Furthermore, like most OB Mod programs, behavior modeling can prove to be expensive. Accordingly, training in this area needs to be evaluated on a cost-benefit basis to determine how well it stacks up against alternative management development procedures. In this connection it should be noted that behavior modeling seems to have relatively little impact on long-term values and attitudes, with the result that training effects may dissipate if not reinforced in the actual continuing work situation.

Practical experience indicates that teaching managers to utilize behavior modification techniques effectively is not easy. At a minimum it requires a sizable investment in management development procedures. Although behavior modeling appears to have considerable promise, it is not clear that as utilized in the role-play component of the training it is a necessary condition for behavioral change. Considerable evidence of the type noted in Chapter 4 in connection with the discussion of achievement motivation training indicates that mental modeling in a person’s mind alone can achieve similar results. Thinking one’s way into a role initially, based on lectures, discussions, examples, and the like, may be less threatening and thus even more effective. Such an approach is inconsistent with the basic tenets of radical behaviorism and thus is less likely to be used by behavior modification advocates.

**Does Self-Control Work?**

A second offshoot of behavior modification that has received increased attention in recent years, and that, like behavior modeling, has an uncertain status among radical behaviorists because of its reliance on internal constructs, is self-control. I use the term self-control to include concepts such as self-regulation, self-management, and self-leadership, which have appeared to designate variations in technique of the same type as found in behavior modeling (Williams 1997).

Self-control in some form has an extended history in clinical psychology where it has a great deal of support. Labeled self-management, there is no outside role model and a person is taught to control and manipulate aspects of the environment so as to reward and punish behaviors that do and do not lead to intended results. The process may be described as follows:

Self-management is an effort by an individual to control his or her behavior. Self-management involves goal setting, establishing a contract, monitoring the ways in which the environment is hindering the attainment of the goals, and administering reinforcement or
punishment based on self-evaluation. The first step in effective self-management is for the individual to set and commit to specific goals. Otherwise, self-monitoring—a precondition for self-evaluation—has no effect on behavior. Written contracts increase commitment by spelling out the reinforcing conditions for accepting the goal. (Frayne 1991, 3)

Training that teaches people how to train themselves in this manner has been found very effective in reducing absenteeism (Frayne 1991; Frayne and Geringer 2000) and in facilitating reemployment (Millman and Latham 2001). Clearly this is a very promising extension of OB Mod. To the extent that it incorporates goal-setting theory, it provides another instance of reaching out to other theories.

As previously noted, self-control procedures of any kind tend to relieve behavior modification of some of the ethical pressure it has been under, and this is another major plus for self-control. The reasoning here needs some explanation.

One of the reasons that behavior modification’s organizational advocates often do not mention Skinner and attempt to disassociate themselves from his views is that certain of Skinner’s writing, such as Beyond Freedom and Dignity (1971), have elicited strong negative reactions on strictly ethical grounds. There has been a distinct tendency to avoid this “bad press” by using terms other than behaviorism and operant conditioning. Yet it is important to understand and evaluate these ethical considerations wherever they may be involved. Court decisions related to the use of behavior modification procedures in the treatment of the emotionally ill have appeared with some frequency.

The primary ethical issue has been manipulation (Luthans and Kreitner 1985). The argument is that behavior modification techniques put too much power in the hands of management, create debilitating dependencies on superiors, are essentially totalitarian rather than democratic in concept, and ignore the rights of the individual as well as the principle of individual consent. Behavior modification thus becomes a method of using others for one’s own purposes at their expense. It is particularly unethical when techniques of punishment and avoidance learning are employed, because individual suffering is added to the manipulation.

The purpose here is not to debate these issues but to provide an awareness of reactions that may follow the introduction of an OB Mod effort. Militant union officials, social activists, and dedicated liberals often have been at the forefront of the opposition. However, it is important to recognize that any valid theory of the kind discussed in this book could well elicit the same reactions. The reason that the other theories typically have not, and behavior modification has, is that the latter creates an explicit image of mindless obedience to the will of others, devoid of any voluntary component. The cognitive theories imply a greater degree of control over one’s own behavior. In practice, however, when some people understand the theory fully and others are totally unaware of it, this difference may be misleading. Thus, as our knowledge of organizational behavior advances, the potential for misuse and manipulation for personal gain can become a basic social issue with regard to any theory.

CONCLUSIONS

Expectancy theory and OB Mod differ in their terminology, their focus on internal as opposed to external factors, and the extent to which useful applications have been developed. One might think that telescoping the two theories would produce a much more powerful composite, giving expectancy theory a set of applications to practice and OB Mod a set of processes to go in the black box that has been the organism or person. This would still leave unconscious motivation outside the composite theory, but it would go a long way toward handling individual motivational
differences. Indeed, the way in which Luthans has been reaching out to other theories appears to be consistent with this scenario, although his focus appears to be more on theories that are closest to behavior modification, such as social learning theory and social cognitive theory.

One major barrier to integration of the two theoretical approaches is that two completely different sets of terminologies are involved. Yet theories, almost by definition, inevitably develop their own terminologies. In all likelihood a composite of expectancy and behavior modification theories would have to develop its own new terminology as well. Perhaps a greater barrier is that expectancy theory is not the only claimant to filling in the black box that radical behaviorism leaves. Two other such claimants are equity theory and goal-setting theory. These theories concern us in the next two chapters.

In many respects the evaluations of Hamner’s operant formulations and OB Mod are the same, largely because they are both based on Skinner’s theories. The importance ratings are 4.25 and 4.31, respectively; neither achieves institutional status. Both approaches have considerable validity, but fail in certain limited respects—the uncertainties about schedules of reinforcement and about the handling of internal states, as well as regarding the position of punishment in the theories. Thus, both receive a rating of 4 stars on validity. As to usefulness, OB Mod is clearly the more precise in its delineation of the processes involved and in reporting on studies that show the effectiveness of these processes. Hamner provides little evidence of the actual effectiveness in practice of the steps he recommends, although he does draw on related research conducted by others; thus the award of 3 stars, in contrast with OB Mod’s 4, seems warranted.
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J. Stacy Adams, who introduced equity theory to organizational behavior, has indicated a wide range of influences on his thinking, including a number of social psychologists, industrial social psychologists, and sociologists. However, his equity theory per se, as distinct from his work in other areas, appears to have been influenced largely by two individuals whose contributions were proximate in time to those of Adams (1963a). Foremost among these was the social psychologist Leon Festinger (1957), who served on the psychology faculties of several universities including in this period Stanford University, where Adams was also employed. Festinger’s cognitive dissonance theory had a strong impact. So, too, did other proponents of social exchange theories, including primarily the sociologist George Homans (1961), who set forth his ideas on distributive justice during a long career at Harvard.
Feelings of unfairness were the most frequently reported source of job dissatisfaction in the original Herzberg research (see Chapter 5). Although motivation-hygiene theory gave relatively little attention to this finding, other theories have made this desire or need for fairness, justice, or equity their focus.

Theories of this kind have been articulated by a number of individuals in a variety of forms. Basically, they are concerned with exchange relationships among individuals and groups, and the motivating effects of a perceived imbalance in the exchange. Applications of this type of theory were extended beyond the organizational relationships that are of primary interest here to other areas, notably exploitative relationships, helping relationships, and intimate relationships (Walster, Berscheid, and Walster 1973).

The theory developed by Adams (1963a, 1965) appears to be not only the most relevant for an understanding of employee motivation, but also the most fully articulated. It has been the source of a sizable body of research designed to test its various propositions and has been given considerable attention by wage and salary administrators.

**BACKGROUND**

Adams was born in 1925; he received all his degrees in psychology—at the undergraduate level from the University of Mississippi and as a graduate student from the University of North Carolina. After receiving his doctorate in 1957, he went to the psychology department at Stanford for three years and then served as a research psychologist with the General Electric Company in Crotonville, New York. This was as part of an effort to establish a basic social science program within the company, modeled on a small scale after the Bell Labs organization in the physical sciences. The Crotonville program did not last beyond the 1960s, but while there, Adams developed his theory and carried out the initial test studies.

After General Electric, Adams returned to the University of North Carolina, this time with an appointment in the business school, where he remained for the rest of his life. There he continued to publish on equity theory, but a long-standing interest in boundary spanning roles in organizations (Adams 1976) absorbed much of his attention in the 1970s and 1980s. At the time of his death in 1984, he had largely turned to more macro issues far removed from motivation.

**STATEMENT OF THE THEORY**

Although the term *equity* is usually used to describe the theory, it is at least as appropriate to describe it as *inequity* theory. The major motivating force considered is a striving for equity, but some degree of inequity must be perceived before this force can be mobilized.

**Antecedents of Inequity**

The theory starts with an exchange whereby the individual gives something and gets something in return. What the individual gives may be viewed as inputs to, or investments in, the relationship; examples are noted in Table 9.1. For such inputs to function, they must be recognized as existing by the individual and must be considered relevant to the relationship. They may or may not be recognized and perceived as relevant by the other party, for instance an employer. If they are not, a potential for inequity exists.

On the other side of the exchange are various things the individual may receive, the outcomes
of the exchange relationship. As with inputs, these must be recognized by the individual who receives them and considered relevant to the exchange if they are to function effectively. Shared concepts of what are fair relationships between these outcomes and various inputs are learned as part of the overall socialization process.

The third type of theoretical variable, in addition to inputs provided and outcomes received, is the reference person or group used in evaluating the equity of one’s own exchange relationship. This reference source may be a coworker, relative, neighbor, group of coworkers, craft group, industry pattern, profession, and so on. It may even be the focal person involved in another job or another social role. For an individual or group to operate in this capacity there must be one or more attributes that are comparable to those of the comparer. The theory is not more precise in specifying how the appropriate reference source may be identified, although it is assumed that coworkers are commonly used.

**Definition of Inequity**

Inequity is said to exist when the ratio of an individual’s outcomes to inputs departs to a significant degree from the ratio perceived for the reference source. Thus, people may feel that they are underrewarded in terms of what they put into a job in comparison with what other workers are getting for their contributions. This might happen when people consider themselves much harder workers than other employees, but are paid the same as everyone else.

The theory is not limited to inequities that are unfavorable to the individual. Equity, balance, or reciprocity exists when outcome-input ratios for the individual and the reference source are equal, and the motivating force of inequity can arise when there is a departure either way from this steady state. Accordingly, people might consider themselves overrewarded, given their inputs, in comparison with others. This could be so should people perceive themselves as working as hard as their coworkers but, for reasons they consider irrelevant, were in fact being paid much more.

---

**Table 9.1**

**Possible Inputs to and Outcomes from an Employment Exchange**  
(notated by Adams in various writings)

<table>
<thead>
<tr>
<th>Inputs</th>
<th>Outcomes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Education</td>
<td>Pay</td>
</tr>
<tr>
<td>Intelligence</td>
<td>Intrinsic rewards</td>
</tr>
<tr>
<td>Experience</td>
<td>Satisfying supervision</td>
</tr>
<tr>
<td>Training</td>
<td>Seniority benefits</td>
</tr>
<tr>
<td>Skill</td>
<td>Fringe benefits</td>
</tr>
<tr>
<td>Seniority</td>
<td>Job status</td>
</tr>
<tr>
<td>Age</td>
<td>Status symbols</td>
</tr>
<tr>
<td>Sex</td>
<td>Job perquisites</td>
</tr>
<tr>
<td>Ethnic background</td>
<td>Poor working conditions</td>
</tr>
<tr>
<td>Social status</td>
<td>Monotony</td>
</tr>
<tr>
<td>Job effort</td>
<td>Fate uncertainty</td>
</tr>
<tr>
<td>Personal appearance</td>
<td>Herzberg's dissatisfiers</td>
</tr>
<tr>
<td>Health</td>
<td></td>
</tr>
<tr>
<td>Possession of tools</td>
<td></td>
</tr>
<tr>
<td>Spouse's characteristics</td>
<td></td>
</tr>
</tbody>
</table>
Because most exchanges involve multiple inputs and outcomes, these must be summed across all factors perceived to be relevant to arrive at operative ratios. The various components of those outcome and input totals also may not have the same utilities or valence for the person; in the mind of a given individual, education may predominate among the inputs noted in Table 9.1, and pay may predominate among the outcomes. In such a case education and pay would be given disproportionate weight in their respective totals. Finally, “the thresholds for equity are different (in absolute terms from a base of equity) in cases of under- and overreward. The threshold presumably would be higher in cases of overreward, for a certain amount of incongruity in these cases can be acceptably rationalized as ‘good fortune’ without attendant discomfort” (Adams 1965, 282). Thus, the motivational effects of a favorable inequity may remain immobilized at a degree of disparity that would be motivating if the disparity were unfavorable.

This is an important consideration when testing the theory; overrewards must be sizable in order to have an effect.

The schema in Table 9.2 indicating the relative amount of inequity experienced by an individual under varying conditions of total inputs and outcomes may prove helpful in understanding the definition of inequity.

### Reactions to Inequity

Inequity, when perceived, results in dissatisfaction either in the form of anger (underreward) or guilt (overreward). A tension is created in proportion to the amount of inequity. This tension, in turn, serves as a motivating force to reduce the inequity and move it to zero. A number of methods for reducing inequity tension are posited.

Altering inputs involves changing inputs either upward or downward to what might be an appropriately equitable level. In the employment context this means altering either the quantity or quality of work to align them with reference source ratios. Certain inputs such as age cannot be modified in this manner, while others such as effort expansion or restriction can be.

Input alteration is likely to occur when there is a variation from the perceived inputs of the

---

Table 9.2

<table>
<thead>
<tr>
<th>Perception of oneself</th>
<th>Perception of the reference source</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Inputs low— outcomes high</td>
</tr>
<tr>
<td>Inputs low— outcomes high</td>
<td>No inequity</td>
</tr>
<tr>
<td>Inputs high— outcomes low</td>
<td>Much inequity</td>
</tr>
<tr>
<td>Inputs low— outcomes low</td>
<td>Some inequity</td>
</tr>
<tr>
<td>Inputs high— outcomes high</td>
<td>Some inequity</td>
</tr>
</tbody>
</table>
reference source, as opposed to discrepancies in outcomes. Lowering inputs can also be anticipated when the inequity is unfavorable to oneself; when the inequity is favorable, the inputs are likely to be increased. Restrictive production practices, as elaborated by the early human relations writers, then become a means of reducing inequity.

Another approach to reducing felt inequity is to attempt to shift outcomes. Increasing outcomes, if achieved, will serve to reduce unfavorable inequities. Theoretically, attempts to decrease outcomes would be expected in cases involving favorable inequities. Charitable contributions often reflect this type of motivation, which, however, does not appear to be very common. The predominant mode in this instance appears to be the use of increased outcomes to reduce unfavorable inequity, as when union or other types of pressure are brought to bear to shift outcomes into balance with expectations.

As opposed to actually altering inputs and outcomes, a person may cognitively distort them to achieve the same results. To the degree that reality is important to an individual, distortions of this kind become difficult. Thus, the absolute level of one’s education as an input, or the amount of one’s pay as an outcome, may be hard to distort perceptually. Yet even in these cases distortion can occur, though less objective inputs and outcomes are much more easily perverted. Furthermore, shifts in the relative weighting of inputs and outcomes can be used to achieve the same result, as when the value of one’s education is exaggerated or the personal utility of pay is misrepresented.

Leaving the field represents a way of dealing with inequity by reducing or entirely eliminating it through minimizing exposure to the inequity-producing context. This can occur through transfer, absenteeism, or even separation. Such responses are assumed to be relatively extreme and to occur only when the magnitude of inequity is sizable, or when the individual cannot deal with the inequity easily and flexibly.

Distortion may be applied not only to one’s own inputs and outcomes but also to those attributed to a reference individual or group. Similarly, attempts may be made to eliminate a reference source from one’s environment, as when a coworker who has been used as a reference person is harassed out of a job. Or the actual inputs or outcomes of the reference source may be altered, as when “rate busters” are induced to lower their efforts and productivity in response to strong individual and group pressure. Attempts to influence a reference source along these lines will vary considerably in their feasibility, but all are theoretically appropriate methods of reducing inequity.

It is also possible to shift to a new reference source to reduce inequity. Thus, a person who previously compared himself or herself to other similar professionals nationally may change from this cosmopolitan comparison to a local comparison utilizing only professionals within the company. This strategy may be least viable when a prior reference source has been used for a considerable time.

**Choices Among Reactions to Inequity**

The theory is not as explicit as it might be about the circumstances under which the different reactions to inequity will emerge. However, Adams (1965) is well aware of the need for theoretical statements of this kind. He offers the following propositions:

1. Generally, an individual will attempt to maximize highly valued outcomes and the overall value of outcomes.
2. Inputs that are effortful and costly to change can be expected to increase only minimally.
3. Real and cognitively distorted changes in inputs that are central to one’s self-concept and self-esteem will tend to be resisted. The same applies to the outcomes for a person when they have high relevance for the self.
4. The inputs and outcomes attributed to a reference source are much more easily distorted than those attributed to oneself.
5. Leaving the field will be utilized only when the inequity is sizable and other means of reducing it are unfavorable. Partial withdrawals such as absenteeism will occur at lower inequity levels than full withdrawals such as separation.
6. Changing the object of comparison, or reference source, will be strongly resisted once such a comparison has been stabilized over time.

Adams (1968a) also indicates that when the inequity tension is sizable, the probability increases that more than one method of reducing that tension will be utilized. However, individuals tend to differ in tolerances for tension. A person with a high tolerance level might not yet resort to multiple modes of inequity reduction at a point where a person with a low tolerance level would long before have mobilized more than one reaction. Adams notes further that these extensions to the theory remain speculative as long as direct measures of inequity thresholds, tolerance for inequity tension, and the tension itself are not available.

Extensions and Restatements

The nature and rationale of equity theory are expanded upon in a series of four propositions set forth by Walster, Berscheid, and Walster (1973). Because these propositions subsequently have been endorsed by Adams (Adams and Freedman 1976), it seems appropriate to consider them part of the theory.

Proposition I. Individuals will try to maximize their outcomes (where outcomes equal rewards minus costs). The term reward refers to positive outcomes, and the term cost refers to negative outcomes.

Proposition IIA. Groups can maximize collective reward by evolving accepted systems for “equitably” apportioning rewards and costs among members. Thus, members will evolve such systems of equity and will attempt to induce members to accept and adhere to these systems.

Proposition IIB. Groups will generally reward members who treat others equitably and generally punish (increase the costs for) members who treat others inequitably.

Proposition III. When individuals find themselves participating in inequitable relationships, they become distressed (the more inequitable the relationship, the more distress). Anger and guilt are two of the major forms of distress.

Proposition IV. Individuals who discover that they are in an inequitable relationship attempt to eliminate distress by restoring equity. The greater the inequity, the more distress, and the harder they try to restore equity. There are two ways equity may be restored. People can restore actual equity by appropriately altering their own outcomes or inputs or the outcomes or inputs of others. People can restore psychological equity by appropriately distorting the perceptions of their own or others’ outcomes or inputs.

BASIC RESEARCH ON PAY

Studies conducted by and in association with Adams in the early 1960s have had a major influence on subsequent research intended to test his theory. Although the theory is not restricted to matters of compensation, this early research did tend to establish such a focus. Furthermore, the type of experimental design utilized by the theory’s author has had a strong influence on the designs used in subsequent investigations. There were five basic studies that tested the theory in the early period, and Adams did not publish any additional research in this area subsequently.
All five studies deal with the most controversial aspect of the theory, the predicted effects of overreward inequity.

**Experiment I**

Adams and Rosenbaum (1962) reported a study conducted at New York University in which students referred by the university placement office were hired to conduct market research interviews. The advertised rate for the work was $3.50 per hour, and the initial implication was that the work would continue for several months.

The twenty-two students hired were split into two equal groups, and all were actually paid at the $3.50 per hour figure. At the time of hiring, the experimental subjects were exposed to treatment intended to make them feel inequitably overcompensated for their work. They were told, “You don’t have nearly enough experience in interviewing or survey work of the kind we’re engaged in,” but nevertheless, after some agonizing, they were hired. In contrast, the control subjects were led to believe that their inputs were entirely appropriate to the pay and that they met all the qualifications. Thus, a condition of equity was established vis-à-vis “interviewers in general” as a reference source.

The interviewing job was terminated after roughly 2.5 hours. Productivity in the experimental group, where presumably guilt had been induced, was significantly higher than that in the controls. This is what the theory predicts—in order to justify their inequitably high outcomes (pay), the experimental subjects should exert more effort to compensate for their lack of experience as an input, thus conducting more interviews in the allotted time.

**Experiment II**

A subsequent study conducted by Arrowood and reported by Adams (1963a) was designed to deal with a possible confounding effect in Experiment I. It is possible that the experimental subjects worked harder, not to correct an inequity, but to protect their jobs. The talk about their lack of qualifications may have made them feel insecure, with the result that they worked very hard to convince the experimenter to retain them.

To test this hypothesis, a study was conducted in Minneapolis using much the same approach as that used in Experiment I, except that half of the subjects mailed their completed work in a pre-addressed envelope to New York rather than merely turning it over to the experimenter. It was made clear that under these circumstances the experimenter never would know how many interviews had been produced; accordingly, he would be in no position to fire anyone, and there would be no need to feel insecure.

Under the insecurity hypothesis, eliminating job insecurity should eliminate the difference between the experimental (inequity) and control (equity) groups. It did not. The tendency for experimental subjects to conduct more interviews than controls remained regardless of whether the completed forms were returned to New York. Thus, the results of Experiment I do not appear to be attributable to insecurity; they are more likely to have been caused by attempts to reduce inequity tension.

**Experiment III**

Whereas the preceding studies utilized an hourly compensation rate, another investigation explored the effects of paying on a piece rate basis (Adams and Rosenbaum 1962). In most respects the procedure was the same as that in Experiment I. However, four groups were used, each containing nine subjects:
Group 1. Overreward inequity; paid $3.50 per hour.
Group 2. Equity; paid $3.50 per hour.
Group 3. Overreward inequity; paid 30 cents per interview.
Group 4. Equity; paid 30 cents per interview.

The use of piece rate payments adds a complicating factor in that exerting more effort to resolve the inequity will not solve the problem. Inputs do increase, but so do outcomes; thus the inequity remains and is exacerbated. As expected, the introduction of piece rate payment did have a markedly dampening effect on the tendency to produce more to eliminate inequity. In fact, the overrewarded piece rate workers completed the fewest interviews of any group; increasing their outcomes was apparently the last thing they wanted to do.

Experiment IV

The results of Experiment III tell much more about how people do not reduce inequity tension than about how they do. One hypothesis is that under this kind of inequity condition, effort is increased but is put into improved quality of work that will not increase outcomes rather than into improved quantity that under piece rate payment will increase outcomes. Experiment IV attempts to test this hypothesis (Adams 1963b). In this case, procedures were introduced to permit measurement of interview quality, something that was not possible in Experiment III.

To do this, interviewers were encouraged to obtain as much information as possible from respondents in reply to several open-ended questions. Because lengthy responses (quality) inevitably limited the number of interviews obtained (quantity), following the directive to obtain more information should be an attractive approach to restoring equity. The results were indeed in accord with this expectation. Subjects in the overrewarded inequity condition obtained longer interviews on average than those working under equitable payment, and they also completed fewer interviews.

Experiment V

The final study (Adams and Jacobsen 1964) was conducted to provide a further check on the insecurity hypothesis considered in Experiment II. Sixty students from Columbia University who answered an advertisement for part-time summer work were hired to perform a proofreading task. Quantity of work was determined by the number of pages proofed; and quality, by the number of errors detected. Three different conditions related to equity were introduced:

1. Inequity was produced by such statements as, “you don’t have nearly enough experience” and “your score on the proofreading test isn’t really satisfactory,” but payment was given at the full 30-cent-per-page rate initially quoted.
2. The same reduction of inputs noted above was combined with a compensating reduction of outcomes—“I can’t pay you at the regular rate of 30 cents per page. I can pay you only 20 cents per page because your qualifications aren’t sufficient.”
3. Full equity was produced at the 30 cents per page figure—“You’re just what we’re looking for. You meet all the qualifications.”

Within each of these three conditions, two alternatives related to prospects for continued employment were introduced as follows:
Thus, there were six different conditions with ten people in each. Equity theory predicts better quality work and lower quantity for both conditions 1a and 1b. The insecurity hypothesis predicts that conditions 1a and 2b, where there was a job to be lost and every reason to believe it might be lost, would produce the high quality, lower productivity response.

After one hour of work the study was terminated, and the results reported in Table 9.3 were obtained. Questions asked of the subjects at that point indicated that the desired perceptions regarding qualifications, pay levels, and opportunity for continued employment had in fact been induced by the various treatments. The data are fully in line with equity theory predictions; they do not support the insecurity hypothesis.

However, Adams (1968a) notes that under the inequity conditions there were a few subjects who produced large quantities of relatively low-quality work. These individuals were found to be economically deprived, needing the money badly. As a result, they maximized their outcomes even though they were aware of the inequity. Adams interprets these data as indicating that for some people economic motivation may be dominant over equity motivation. It is apparent that equity theory is not an all-encompassing motivational theory but rather deals with one particular type of motivation that has major implications for behavior in the workplace. In this connection, Adams and Jacobsen (1964, 24) note:

\[O\]verpayment by an employer need not necessarily increase his labor costs, provided he is primarily interested in quality, as opposed to production volume. If on the other hand the employer’s objective is production volume, piecework overpayment may be very costly, especially for such work as inspection, quality control, finishing and other jobs that inherently permit considerable latitude in work quality.

**EVALUATION AND IMPACT**

A comprehensive review of the equity theory research indicates considerable support for the theory. This is not only my opinion, but the view of other scholars of the field as well (Greenberg
In recent years the work on equity theory, which deals with what is called distributive justice (the fairness of outcome distributions), has been joined by a sizable outburst of research activity in the area of procedural justice, where the major concern is with the fairness of policies and procedures used to make decisions. This has led some to describe distributive justice research as on the decline. Yet research on equity theory in many of its aspects continues to be robust; activity dealing with both distributive and procedural issues is currently quite strong, and the distinction between the two is well established (Konovsky 2000).

Research on Overreward

By no means has all of the research dealing with the effects of overreward inequity produced the same type of favorable results that Adams obtained originally. However, the theory itself posits a high threshold for overreward inequity, and there are data to support this. Thus, there is always the possibility (in a given study) that overreward thresholds were not consistently breached. Furthermore, a treatment or experimental manipulation might not be perceived as producing inequity at all, even though the researcher believed it should. Such could be the case, for instance, if what was thought to be an input manipulation (say, changing the degree of job involvement) turned out to be an outcome manipulation (job involvement is considered a desirable opportunity for self-expression) for a sizable number of subjects. This kind of interchangeability among individual inputs and outcomes of the type noted in Table 9.1 has been clearly established. Given the variety of possible mitigating circumstances, it is important to consider the overall weight of the evidence in evaluating the theory rather than relying on any individual study.

When this is done, there turns out to be considerable support for the overreward inequity proposition. In cases where the motivational effects of overreward inequity are not demonstrated, strong feelings of inequity often appear not to have been mobilized.

Questions have been raised in some of the reviews as to whether it was inequity motivation that was aroused in the overreward studies; other motives have been suggested. There has been considerable wrestling with the issue over the years, and a number of studies have been conducted in an attempt to settle it. Adams (1968b) was quite critical of the approaches taken in some of this research. The upshot now appears to be that overreward inequity can be and has been aroused in many studies (Greenberg 1990).

Another set of questions regarding overreward inequity has revolved around the time dimension. Given that the research has demonstrated the effects predicted by equity theory, it is still posited that these effects are transitory and have no real meaning in understanding ongoing motivation in organizations (Lawler 1968).

Without question, much overreward research has been of short duration (under a week), and there is a distinct need for longitudinal studies. The possibility that in actual on-the-job practice overpayment only costs more and does not yield better performance is real. Initial improvements in performance may give way to cognitive adjustments that rationalize the overpayment into acceptability. Alternatively, the revised inputs provided by an employee may be in the form of good working relationships, friendliness, exemplary citizenship behavior, commitments to long-term employment, and the like (rather than direct performance-related effort), thus justifying the high pay on this basis. This appears to be a very likely reaction, and changes of this nature could be important enough to a company to warrant the overpayment. The problem is that for lack of appropriate research and precise theory, we have no idea exactly what happens under circumstances of long-term overreward; performance effects can hold up as long as a week or so, however.
Evidence also exists that some people are more sensitive to overreward inequity effects than others (Vecchio 1981). Those who are more morally mature and principled (with a greater propensity for experiencing guilt) are the ones who are particularly responsive to overpayment. The less morally mature do not exhibit the inequity reaction to nearly the same extent. This type of research begins to get directly at the underlying constructs of guilt and anger that account for equity tension; more such studies are needed.

**Underreward Research**

Although Adams did not create an underreward condition in his studies, other researchers have since conducted similar experiments that have extended the analysis to this condition. In addition to such pay–performance studies, there have been other research efforts relating underreward to such inequity reduction strategies as absenteeism and job separation.

With piece rate pay conditions, underrewarded individuals would be expected to increase the quantity of work in order to move total outcomes upward. At the same time, however, equity can only be achieved if inputs are not raised commensurate to the increase in outcomes. The most likely strategy for holding inputs down is to decrease the effort put into quality. The research data are entirely consistent with these expectations.

On an hourly pay schedule, underreward would be expected to result in less effort devoted to the work. Primarily this reduced input should yield a reduced quantity of work. On certain tasks, however, when quality is a major consideration, the reduced effort may well cause poorer quality work.

In general, the available research tends to support these equity theory predictions for the pay underreward condition. Reviewers have consistently indicated that this conclusion is well justified based on the research findings.

Another more extreme way of dealing with underreward inequity noted by Adams is to leave the field. This response could theoretically occur under any inequity condition, but given the differential thresholds involved, it might be expected to appear more widely in the underreward context. There, a common response is to achieve balance by increasing absenteeism. However, the turnover response represented by leaving the field is often in evidence as well (Summers and Hendrix 1991). Organizations with undesirably high turnover would do well to look into perceptions of pay equity and into the equitability of other aspects of the reward system. Thus, it appears that underreward inequity produces dissatisfaction, which, in turn, produces a number of possible consequences in addition to diminished performance (Bartol and Durham 2000).

Interestingly, and adding credence to the laboratory research, findings comparable to those obtained in the field have been obtained in simulated work studies dealing with pay and performance. It is not uncommon for some subjects in these studies to refuse further participation when faced with underreward inequity. Furthermore, if sizable inequities are made obvious and compelling through continued exposure to reference individuals known to be receiving greater compensation for the same work, expressions of anger and highly disruptive behavior may well occur. When these more extreme methods of responding to perceived inequity are mobilized, they appear to supersede any performance effects.

Another line of research has tested the proposition that an individual will allocate rewards (outcomes) in a manner proportional to the inputs of the various parties. Designs call for some demonstration of actual inputs, usually for two people, and then as a dependent variable, an allocation decision in accordance with perceptions of appropriate reward. The person making the allocation may be a third party or a person who has actually contributed inputs. The test of equity theory comes when the subject is given a chance to reallocate rewards. If an inequity has been
created, will the subjects now act to restore equity? The answer appears to be that subjects will. Research of this kind has yielded strong support for equity theory for some time (Leventhal, Weiss, and Long 1969).

This raises a question as to how responsive people are to reports of injustice experienced by others vis-à-vis their own personal experiences in this regard. Clearly, people do take into account the experiences of others, but it takes a great deal of the reported injustice of others to equal even a little personally experienced injustice (Lind, Kray, and Thompson 1998).

A very important application of equity theory in instances of underreward has emerged as a result of a research program initiated by Jerald Greenberg starting in the late 1980s (Giacalone and Greenberg 1997). This research is important because the problem of theft by employees is widespread and represents a major cost to many businesses (Miner and Capps 1996). For small firms it often results in business failure. In many such instances theft of one kind or another turns out to be motivated by a desire to redress perceived grievances.

In equity theory terms, what the research shows is that theft represents an attempt to increase income to a point where an equitable balance is achieved relative to perceived input. Employees steal to pay themselves what they think is justly theirs for what they put into their work; thus, underreward tension is reduced and a source of dissatisfaction is alleviated. The greater the pre-existing inequity tension, the more the stealing. However, the research also indicates that to the extent adequate explanations are provided for the inequity state, reflecting a degree of compassion and social sensitivity in dealing with the issue, theft tends to be less in evidence. Thus a procedural justice factor is added to the purely distributive. Also, high-status job titles and office locations can represent increased outcomes in the equity formula, thus reducing inequity tension and any proclivity for theft.

Referent Selection

Certain problems inherent in equity theory have been recognized for some time, going back to Adams and Freedman (1976); yet to a large extent they remain with us today. Mitchell (1997, 91) has this to say on this score:

[I]t is still difficult to be precise about what constitutes an input and an outcome, or the standard being used for comparison . . . standards and referents change over time and contexts. Kulik and Ambrose (1992) have elaborated on the importance of accurately determining the referent that people use. Also, it is still hard to predict exactly what will change as a result of inequity perceptions. One can change perceptions, comparisons, and actions and any combination of the three as a result of feeling unfairly treated. While theoretical work has helped to grapple with some of these issues . . . they still present problems.

This indictment of the theory on grounds of lack of precision is entirely justified. Adams simply did not know how to be more precise, and for the most part neither has anyone else since. Some of these issues have been considered previously. The matter of referent selection, how people choose among those with whom their own inputs and outcomes may be compared, concerns us here. This is one issue on which some progress has been made.

Research indicates that people do make a wide range of comparisons, extending from self-evaluations, to others in the company, to those in the same job outside, to those of the same educational level or age, to what is expected from the company (Scholl, Cooper, and McKenna 1987). All of these comparisons can contribute to pay dissatisfaction. Turnover, however, is par-
particularly tied to perceived inequity in relation to external comparisons—people in the same job in other organizations and having similar education—as well as to self-evaluations. Investing extra effort in the job declines in the face of perceived inequity relative to others in the same job within the company. Thus, the nature of the comparisons made does have some differential impact; it matters which ones are chosen. A study conducted in Australia indicated that the market external to the organization when used as a referent, served as a particularly important source of dissatisfaction (Brown 2001).

Another approach seeks to specify which referent choices will in fact be made. The model given in Figure 9.1 is suggested for this purpose; it is theoretical in nature but induced from available research. This research indicates that most employees use one or two referent types, and that choices tend to be fairly stable over time (Kulik and Ambrose 1992). The key intervening constructs for choice are the availability of information regarding a referent and the relevance or acceptability of the referent for the person. In the latter instance similarity is a major consideration.

Propositions regarding the ways in which the variables of the model operate are set forth as follows:

1. Individuals in integrated fields will make more cross-sex comparisons than those in sex-segregated fields.
2. Individuals in desegregated conditions will make more cross-race comparisons than those in segregated conditions.
3. Individuals under the age of sixty-five will make more other comparisons than individuals over the age of sixty-five.
4. Individuals with longer tenure will make more other-external comparisons than individuals with less tenure.

Figure 9.1 Model of the Psychological Processes Involved in Referent Selection

5. Upper-level individuals will make more other-external comparisons than lower level individuals.
6. Professionals will make more other-external comparisons than nonprofessionals.
7. Individuals comparing extrinsic facets will make more other-comparisons than individuals comparing intrinsic facets.
8. Individuals experiencing a procedural change will choose more self-past referents than individuals who do not experience a procedural change.
9. Individuals who are physically proximate to other-internal referents will make more comparisons to these referents than to individuals who are not physically proximate.

The authors also note that although similar referents are likely to be most relevant in the sense that they provide directly interpretable comparison data, dissimilar referents can well be preferred when the comparer perceives those referents as at least minimally relevant and also has access to information about those referents.

Situational and Individual Differences

One issue that Adams did not envisage is that people from different backgrounds and operating in different contexts may develop different norms with regard to the appropriate distribution of rewards. The equity rule, and equity theory, are most appropriate to work situations where maximizing productivity and pay-for-performance are the norm. Historically this has been the situation in many companies in the United States. Yet cases exist where other distribution rules are supported by existing norms and internalized by organization members. Among these, equality, where outcomes should be distributed equally to all participants with the objective of minimizing conflict, has been considered the most; here the extent of a person’s inputs does not matter. Another similar possibility is the use of a need-based distribution rule, with outcomes allocated in terms of a person’s perceived need for them; thus a type of social responsibility enters into the allocation process (Mowday 1996). Where either equality or need-based norms dominate, equity theory will be less applicable.

Situations of the kind thus envisaged do exist. Different cultures at different points in time tend to adopt norms of one kind or another, at least with regard to certain aspects of the work process, and some cultures clearly do espouse equality and need-based norms. Chen (1995) has compared China and the United States at different points in time and finds evidence for an equality norm in both cultures. In Israel, need as a justice principle, although not a dominant factor, does serve as a guiding rule in the fairness evaluations of received pay (Dornstein 1989). Other such national cultural variations have been noted. Mannix, Neale, and Northcraft (1995) have shown that variations in organizational cultures with regard to equity, equality, and need-based norms significantly influence which group members are perceived to be more powerful and thus most entitled and what distribution principles do in fact operate to determine resource allocations among members.

The point is that for whatever reasons some people do not behave in accordance with equity norms, and their actions are not predictable from equity theory. Vecchio (1981) found essentially the same thing in his study of the effects of overreward inequity on those who lack moral judgment and have little predisposition to experience guilt. People who gamble frequently are less committed to equity in allocations and appear more prone to accept reward distributions unrelated to norms of equity (Larwood, Kavanagh, and Levine 1978). In these cases there appear to be individuals and groups of individuals who operate outside the boundaries of equity theory’s domain.
Other studies identify wide individual and group variations among employees who nevertheless seem to be still operating within the domain of equity theory (e.g., see Dulebohn and Martocchio 1998). These individual differences do pose a major problem for equity theory (Bartol and Locke 2000). Adams clearly recognizes the role of individual differences, but specific propositions about them are lacking in the theory. Individuals differ not only in the utilities or valences they impute to various potential inputs and outcomes, but also in their inequity thresholds, tolerances for inequity tension, and the strength of their equity motivation relative to other types of motivation. It is not possible to predict from the theory who will respond to a particular inequality induction and who will not, although it is apparent that such individual differences exist.

In response to this need for theory and research dealing with individual differences in inequity tension levels, thresholds, and tolerances, the concept of equity sensitivity has been advanced (Huseman, Hatfield, and Miles 1987), and a measure has been developed. This theoretical extension posits three general types of individuals:

- **Benevolents**—those who prefer their outcome–input ratios to be less than the outcome–input ratios of the comparison other; they are givers, and distress occurs with a departure from this preferred situation (equitable or overreward).
- **Equity sensitives**—those who, conforming to the traditional norm of equity, prefer their outcome–input ratios to equal those of comparison others; distress occurs with both underreward and overreward.
- **Entitleds**—those who prefer their outcome–input ratios to exceed the comparison other’s; they are getters, and experience distress in the face of equitable or underreward where they are not getting a better deal than others.

These formulations and others are expressed in a set of propositions:

1A. Benevolents prefer situations of high inputs for self compared to low inputs for self.
1B. Entitleds prefer situations of high outcomes for self compared to low outcomes for self.
2A. Benevolents prefer that their own inputs exceed their own outcomes.
2B. Entitleds prefer that their own outcomes exceed their own inputs.
2C. Equity sensitives prefer that their own inputs equal their own outcomes.
3A. Benevolents prefer that their outcome–input ratios be less those of the comparison other.
3B. Entitleds prefer that their outcome–input ratios exceed those of the comparison other.
3C. Equity sensitives prefer that their outcome–input ratios be equal to those of the comparison other.
4. A negative, linear relationship should exist between Benevolents’ perceptions of equity and job satisfaction.
5. An inverted U-shaped relationship should exist between Equity sensitives’ perceptions of equity and job satisfaction.
6. A positive, linear relationship should exist between Entitleds’ perception of equity and job satisfaction.

With regard to the question of when factors that are ambiguous on this score will be considered inputs and when they will be considered outcomes:

- **Benevolents** are more likely to perceive ambiguous elements as outcomes.
- **Entitleds** are more likely to perceive them as inputs.
Research indicates that even in identical situations individuals do in fact choose different distribution norms and in accordance with the expectations of equity sensitivity theorizing (King and Hinson 1994). Also, comparisons of business students in the United States and the Czech Republic indicate that the likelihood of having an entitled orientation was consistently higher among the European students, the mean difference being on the order of one-half a standard deviation or more (Mueller and Clarke 1998). To date at least, the equity sensitivity concept appears to be real, to yield valid results, and to provide useful information (Kickul and Lester 2001), but it is also complex and may demonstrate a wide range of ties to personality characteristics (Yamaguchi 2003) and to cultural values (Wheeler 2002).

As research on equity sensitivity has progressed, certain deficiencies in the original measure have become evident—not of sufficient magnitude to invalidate the prior findings, but of a kind that indicates a need for more precise measurement. Sauley and Bedeian (2000) accordingly have developed a new procedure and demonstrated its construct validity, as well as its validity for predicting satisfaction with different reward conditions. An acceptable level of test-retest reliability has been shown. This measure may well make it possible to establish relationships that could not have been effectively assessed with the previous instrument.

**Equity and Expectancy**

It would certainly appear that some of the concepts and research from equity theory, especially in the area of overreward inequity, are distinctly in conflict with expectancy theory. Under certain circumstances, equity theory predicts (and the research seems to substantiate) that people do not strive to maximize rewards.

This problem has been given some attention by expectancy theorists. Their position is that the equity theory results can be incorporated within the larger framework of expectancy theory if certain assumptions are made regarding the way valences are formed or operate. In discussing this matter, Lawler (1968, 609) says:

There are two ways in which equity can come into play as a determinant of the valence of certain rewards. One way concerns the possibility that increasingly large piece-rate rewards could have a decreasing valence for subjects. That is, rewards that are seen as too large, and therefore inequitable, may have a lower valence than rewards which are perceived as equitable. A second point concerns the effect of the amount of a reward that has been received on the valence of additional amounts of the reward. It seems reasonable that once a perceived equitable level of rewards has been achieved future rewards will have lower valences.

Formulations of this kind, whatever their attractiveness, are clearly post hoc. Expectancy theory is completely silent on what effects of this kind would be predicted, while equity theory is quite explicit. That certain phenomena can possibly be explained within a certain theoretical orientation does not mean that they are best explained in that manner. It would seem most appropriate to view the two theories as separate and distinct but with partially overlapping domains. This conclusion is reinforced by the fact that when equity and expectancy theories are tested together, they tend to emerge as complementary, with each expanding the predictive power of the other. In fact, there is a possibility that the behavior of certain kinds of people may be predicted from expectancy theory, and that of others from equity theory. Vecchio’s (1981) study of the effects of moral maturity is certainly consistent with this formulation, with equity theory clearly operating for the more mature and perhaps expectancy theory for the less so.
The majority of the research comparing equity and expectancy approaches recently has been carried out with major league baseball and basketball players who are approaching free-agency (see Harder 1991; Bretz and Thomas 1992). This research indicates that underreward performance effects will occur to the extent that they do not jeopardize future rewards, but if they do, then avenues other than performance will be utilized to achieve equity. Overreward clearly has its effects, and over an extended period of time. Perceived inequities lead to discontent, can influence performance, and can result in both trades and leaving the field (literally). But expectations of future rewards exert a motivational influence as well. The two theories seem to complement each other.

**Equity Theory in Practice**

Specifying what the impact of equity theory has been and is on practice is a difficult task. The theory is widely known among compensation specialists, and equity considerations typically are given major attention in setting pay scales, usually with a view to maintaining equity. Yet it is hard to determine cause-and-effect relationships, and there is no generally established or widely publicized procedure that can be directly linked to Adams or to equity theory. It would appear that compensation practitioners have been well aware of the importance of equity considerations for their work for many years. The more recent and precise formulations of Adams and those who have followed his lead have had an uncertain impact on existing practice. However, this situation says nothing about the potential utility of the theory in the future.

In view of the level of research support for equity theory, one could hope that it might provide the basis for major breakthroughs in management practice. This expectation is further increased because the two motives involved, guilt and anger reduction, are major influences on what people do. There can be little doubt that the theory deals with motivational processes that relate to large segments of human behavior, not only in the organizational context, but also outside it.

One obvious application is to use the theory as a guide in introducing changed circumstances in the workplace, so that improved quality or quantity of work will result. This was Adams’s objective when as an employee of the General Electric Company, he undertook the early research on pay–performance relationships, and his writing clearly indicates his belief that this is feasible. Yet there appear to be no accounts of this type of application in the literature. As far as can be determined, feasibility studies have not been conducted even though they could move us out of the laboratory and short-term simulation contexts into the ongoing work environment.

Thus, we can only guess at the results of such feasibility studies. It is doubtful that overreward inequity could produce major performance changes. The amount of inequity would have to be sizable in order to exceed threshold, and thus the cost would be considerable; many businessmen would question this initial outlay.

Many of the research results have been obtained under highly structured circumstances with clearly established reference sources, input and outcome specifications, and rankings of inputs and outcomes. The experimenter has been free to adjust a wide range of factors and has chosen to hold many constant. In the ongoing organizational world, these circumstances often do not exist because of union and competitive pressures. The ambiguity and uncertainty may be so great that it is very difficult to focus the inequity reaction on a performance-related response.

The conceptual leap from existing knowledge to practical application is sizable, and existing constraints may rule it out completely in many contexts. Without full knowledge of individual differences and their implications, it is doubtful whether inequities should be introduced to spark performance improvements. However, influences on citizenship behavior seem to be more easily achieved, and knowledge of individual differences can be obtained.
In contrast to attempts to introduce inequities through variations in pay plans, compensation levels, input perceptions, and the like, traditional compensation administration has sought to achieve equity through an adjustment of outcomes to perceived inputs, thus reducing the probability of absenteeism, turnover, disruptive behavior, and the like. The major concern has been to avoid underreward inequity. In addition, equity theory can be of considerable value in understanding the behavior that follows unintentional inequities. Full comprehension of equity theory can be useful to a manager and can help to deal with individual circumstances. In particular, recent evidence regarding the influence equity considerations exert on theft, and the ways in which procedural justice may operate in conjunction with distributive justice in this context, has major implications for cost reduction.

The procedures developed by Jaques (see Jaques and Cason 1994), although incorporating an equity standard, do not assume an implicit motivational process. Jaques posits a single input, capacity, that is channeled through the amount of individual discretion that the person is allowed to exercise in the job. The longer the period of time a person is expected to exercise independent judgment in the work, the higher the pay level should be to be perceived as equitable. In general, this time span of discretion increases with occupational level.

Although Jaques’s views have received criticism, and the measurement of time spans of discretion has proved difficult, the approach has much in common with equity theory and receives support from research. The major advance provided is the emphasis on time span of discretion, or freedom to act independently as a major factor conditioning input perceptions. In this respect, the theory has contributed a concept of considerable value for compensation administration. It is widely utilized in Europe and is deserving of more attention than it has received in U.S. practice.

EXPANDING INTO ORGANIZATIONAL JUSTICE

At various points in the preceding discussion, evaluations and research findings were noted that extend beyond equity theory but still have implications for it. Now we need to consider this expanding literature in much more detail. It is a literature that overlaps with equity theory in time and subject matter but in the past few decades has come to take a rapidly escalating, even dominant position. These are the various theories, and emerging theories, of organizational justice, some of which are well researched, while others have a very short history.

However, the major point is that this burgeoning field of organizational justice has spawned a plethora of theories, no one of which as yet has the standing that equity theory has attained. Figure 9.2 provides an overview of these theories including a specification of equity theory’s position. These are primarily categories of theories, and in a number of instances, there are multiple theories within a category (see Cropanzano, Rupp, Mohler, and Schminke 2001 for details). It is not important to understand what these various category titles mean; the intent of Figure 9.2 is to demonstrate the large number and diversity of theories currently operating, to provide an understanding of aspects of organizational justice. Other less comprehensive statements regarding the theories of the field involve some overlapping authorship (Cropanzano, Byrne, Bobocel, and Rupp 2001; Folger and Cropanzano 2001).

The various theories may conflict with each other, they may complement one another, or they may stand alone to cover a specific domain. Yet overlaying these theories is a template consisting of various types of organizational justice; some theories address several types while others consider all, but there is little consistency in how the types are viewed as relating to one another. In any event, understanding what these organizational justice types are is important (Colquitt and Greenberg 2003).
Types of Organizational Justice

*Distributive justice* is the perceived fairness of decision outcomes—in particular, pay. It is promoted by following appropriate norms such as equity for allocating resources. Equity theory deals with distributive justice. Examples of items operationalizing this construct derived from Colquitt (2001) are:

- Does your pay reflect the effort you have put into your work?
- Is your pay justified, given your performance?

*Procedural justice* is the perceived fairness of the procedures used to make decisions. It is fostered by the use of certain procedural rules, such as granting an opportunity for input to the decision-making process and making decisions so as to be consistent, correctable, and to suppress bias. In many respects procedural justice parallels procedural due process in the legal domain, although the latter is more fully developed (Posthuma 2003). A good discussion of procedural justice is contained in Konovsky (2000). Items operationalizing this construct are:

- Have the procedures applied been free of bias?
- Have you been able to express your views and feelings during these procedures?
- Have the procedures applied upheld ethical and moral standards?

*Interactional justice* is the perceived fairness of how decisions are enacted by authority figures. It includes as a component *interpersonal justice* that is fostered by dignified and respectful treatment, and also *informational justice* that is fostered by adequate and honest explanations. These components, and indeed the separate existence of interactional justice, have been the subject of much controversy (see Bies 2001). Items operationalizing interpersonal justice are:
To what extent has the authority figure who enacted the procedure treated you with dignity?
To what extent has the authority figure who enacted the procedure refrained from improper remarks or comments?

Items operationalizing informational justice are:

- To what extent has the authority figure who enacted the procedure been candid in his communications with you?
- To what extent has the authority figure who enacted the procedure explained the procedure thoroughly?

In contrast to other areas of organizational justice, where approaches to consensus have not yet been attained, these four types appear to have been established as distinct entities (Colquitt and Greenberg 2003). The research that has accomplished this is reviewed in the next section.

**Research Findings**

The one investigation that has done the most to establish the four types noted above is in fact two studies, one using students and the other using manufacturing employees (Colquitt 2001). The items given previously to illustrate the four types, plus other similar items, were used to establish the types. In the student study the types were highly intercorrelated, with values ranging from 0.22 to 0.64 and a median of 0.46. One would expect this to work against distinguishing types, but each of the four justice dimensions was related strongly to a different outcome, and the best fitting model to describe the data proved to be the four-factor solution. Thus, using all four types added something above and beyond any other combination. The results from the manufacturing study were similar, with intercorrelations ranging from 0.14 to 0.74; the median was at 0.43. Both studies supported the four types. A limitation of this research overall, however, was that common source bias may well have operated to inflate the correlations.

Other evidence comes from two meta-analyses published in 2001. The first by Colquitt, Conlon, Wesson, Porter, and Ng (2001) covered studies published after 1975 and thus did not include the early equity theory studies, but it did deal with all four types of fairness. The intercorrelations ranged from 0.38 to 0.57 with a median of 0.50. Distributive justice had high correlations with satisfaction, commitment, trust, evaluation of authority, and withdrawal (negatively). Procedural justice had similar high relationships but with withdrawal somewhat less in evidence. Interpersonal justice was at a high level only in relation to evaluation of authority. Informational justice was similar but added trust to the list of high relationships. The results indicate that all four types contribute incremental variance to fairness perceptions, although this is true to a lesser extent for informational justice. Again, common method bias seems to have been a problem in a number of the base studies that were utilized.

The meta-analysis by Cohen-Charnash and Spector (2001) appears to have been similarly restricted to studies published since the late 1970s, but it examined only three types, thus combining the interpersonal and informational varieties into a single interactional justice type. Also, this second analysis was somewhat more restrictive in the studies it included, and it utilized a different meta-analytic procedure, as well as breaking out laboratory studies for separate analysis. The mean correlations were once again highly interrelated (0.45 to 0.62; median 0.55). Outcome relationships were varied, but in many respects they followed those noted previously. The three justice types did not always predict the same outcomes, and they emerged as distinct
constructs. Thus, once again the findings support the need to have separate operationalizations of justice types.

Several other conclusions emerge from the research that are worth noting, beyond the meta-analytic results (Greenberg 2001). One of these relates to when justice considerations become salient; this occurs when people receive negative outcomes, when change is introduced, when resources are scarce, and when power differentials are present as a result of role differences within an organization. Also, outcomes perceived as fair are not always favorable to the perceiver. We have already noted the effects of overreward inequity. Furthermore, fair procedures may elicit perceptions that lead to the acceptance of even undesirable outcomes, and research indicates that people do not necessarily choose groups for comparison purposes so as to maximize their own outcomes, thus choosing those who clearly fare worse.

Theory and research have not as yet combined to predict which reactions to injustice will manifest themselves in every instance. Even the best studies identify some individuals who do not follow the overall pattern, yielding off-quadrant cases or outliers. Why this occurs is not clear. Also, predicting cultural variations in reaction patterns presents many difficulties.

Applications

Potential applications of organizational justice theories and research findings of the kind that we have been considering abound. Yet actual applications to practice are few in number, presumably because the field of organizational justice has only just begun to accelerate its output in recent years (Greenberg and Lind 2000). Perhaps some understanding of what the future may hold can be achieved by describing some of the findings that appear to have a potential for application.

A study of incidents of sabotage as reported by those involved to a disinterested third party yields results that could help to control sabotage (Ambrose, Seabright, and Schminke 2002). Injustice was the most common cause noted. Interactional injustices seemed to elicit retaliation, while distributive injustice was more likely to yield equity restoration. An additive effect existed so that the more the different types of injustice activated, the greater the severity of the sabotage. The implication is that sabotage in large part can be managed by taking steps to minimize the various types of inequity, but the study does not provide guidance on exactly how to accomplish this.

A study of almost 1,000 ex-employees who had been fired or laid off dealt with the potential to file a legal claim for wrongful termination (Lind, Greenberg, Scott, and Welchans 2000), something one would expect a company to wish to avoid if at all possible given the costs involved. Filing status was strongly associated with feelings of unfair and insensitive treatment, especially at the time of termination; interpersonal injustice seemed to be involved. Legal action can be avoided if effective human relations practices are employed, and the person is treated with respect and dignity. Along the same lines, giving several weeks’ notice of termination, helping to find reemployment, taking steps to alleviate any financial hardships, offering counseling, and anything else that can be done to bolster positive self-identity are recommended. But research has not been done actually evaluating these specific actions.

A study in Canada using employees of three different organizations was carried out to determine how justice types relate to satisfaction with pay and benefits (Tremblay, Sire, and Balkin 2000). The findings indicated that distributive justice was the better predictor of pay satisfaction (in accord with equity theory), while procedural justice provided a better explanation of benefits satisfaction. Thus, distinguishing the types of organizational justice, and dealing with each, is
important to any firm that wishes to maintain high levels of satisfaction. This does not say exactly what to do to raise satisfaction, but it does say where to look.

A study conducted in two widely separated offices of a company, using customer service representatives, compared the actual theft behavior of people exposed to an ethics program and people who were not (Greenberg 2002). The ethics program included defining and admonishing theft by employees, as well as:

1. a formal code of ethics setting forth company expectations in that regard;
2. an ethics committee to develop and evaluate company policy;
3. an ethics training program designed to facilitate employee understanding of ethical issues; and
4. disciplinary practices established to punish unethical behavior.

The training noted in number 3 above included no less than ten hours over the nine months preceding the research; it contained role playing and case studies, and involved behavioral expectations, analyzing ethical decisions, plus summarizing company procedures in the ethics area. There was clear evidence that those who were involved in this ethics program, including the training, were less likely to engage in theft subsequently. Similar results have been obtained with training applied to managers (Greenberg and Lind 2000). Thus justice-related training does appear to have the desired effects in reducing outcomes of a negative nature.

Without question there are instances of negative organizational consequences, or organizational misbehavior, that occur without justice considerations being involved (Vardi and Weitz 2004). Yet organizational justice is at the heart of a great many such instances. Among the technologies that have been developed to date to deal with violations of the various types of organizational justice, some kind of ethical training for managers or employees has been taken to the most advanced level. Yet other potential applications are in the wings and may well be on center stage before long.

CONCLUSIONS

Returning now to the distributive justice agenda of equity theory, that theory seems to be moving increasingly to incorporate personality characteristics in its repertoire. If Adams had lived, it might well have incorporated macro organizational factors as well. In any event, equity theory remains quite active, but primarily in a broader organizational justice context.

The ratings on equity theory are impressive. Peers rate the theory at 5.93 and analyses of these data result in a conclusion that it has become institutionalized. The estimated validity of the theory is 4 stars, down slightly because matters within the theory’s domain such as referent selection are not adequately handled. However, overreward inequity was predicted correctly and that is quite an accomplishment. As to application to practice, the rating of 3 stars is indicative of the fact that Adams never was able to develop a precise technology for putting his theory into practice. Like the other organizational justice approaches, equity theory has shown tremendous potential for contributing many useful applications, but this potential still remains to be fully developed. Justice theorizing is on the verge of reaching operational status, but equity theory has been sitting in that same status for many years. It will take something dramatic to kick this line of theorizing over the edge.

Next we turn to goal-setting theory, which has achieved somewhat greater success in moving into the applied area. This theory is closely intermingled with a number of theories that we have considered already, including organizational behavior modification and equity theory.
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Conclusions

Edwin Locke has been influenced throughout his career by the philosophy of objectivism as set forth by Ayn Rand (see Ghate and Locke 2003). However, his theory of goal setting owes its primary debts to Thomas Ryan (1970), an experimental psychologist who became an industrial psychologist as well during an extended career on the faculty of Cornell University, and to Kurt Lewin, the personality theorist and social psychologist whose work in the areas of level of aspiration and group decision making had a major impact on him. Locke traces goal-setting theory to other roots in psychology and in management (including management by objectives), but it is apparent that Ryan and Lewin exerted the major direct effects on his thinking. Starting in the

Importance rating ★★★★★
Institutionalized
Estimated validity ★★★★★
Estimated usefulness ★★★★
Decade of origin 1960s
latter 1970s, Locke was increasingly joined by Gary Latham as the two further developed goal-setting theory.

Modern goal-setting theory, although it has multiple historical origins, owes much to the formulations of Kurt Lewin. Lewin’s views resulted in a sizable amount of research on the determinants of the level of aspiration (or goal setting) as a dependent variable (Lewin, Dembo, Festinger, and Sears 1944). The current resurgence of interest in this area (dating from the mid-1960s), however, delves primarily into the effects of goal setting on performance (Locke and Latham 1990a).

BACKGROUND

Edwin Locke was born in 1938 and attended Harvard University where he majored in psychology, graduating in 1960. His graduate work was done at Cornell in industrial psychology with Patricia Cain Smith as his mentor. Upon receiving his doctorate in 1964, he joined the American Institutes for Research (AIR), a nonprofit research organization in Washington, DC. There he continued the research on goal setting, which he had begun in connection with his dissertation, under a grant from the U.S. Office of Naval Research (Locke 1993).

At Cornell, Locke was exposed to the views of Thomas Ryan on the significant role that intentions play in human behavior. Although these views were not formally published until 1970, they were available in an early mimeographed version in 1964, and Locke was exposed to them well before that time. This debt to Ryan is acknowledged in numerous publications. Although the two never published together, Locke has continued the same line of work up to the present.

After three years at AIR, Locke joined the psychology faculty at the University of Maryland. In 1970 he moved to the business school there, retaining only a limited appointment in psychology. Ultimately the business school appointment became full time; he remained in this position until his recent retirement in 2001.

Gary Latham first published with Locke in 1975, but it was not until almost five years later that the collaboration began in earnest. Initially, Latham’s role involved testing goal-setting theory in the field after many years during which the theory had been exposed only to laboratory testing. Later this role expanded considerably, but Latham’s practical experience has always been a major contribution to the partnership. Latham was born in Halifax, Nova Scotia, in 1945 and received his Bachelor of Arts from Dalhousie University in Nova Scotia, his masters in industrial psychology from Georgia Tech, and his doctorate in the same field from the University of Akron in 1974. His business experience has included work as a psychologist with the American Pulpwood Association, with the Weyerhaeuser Company, and as an independent consultant. His faculty employment began at the business school of the University of Washington in 1976. In 1990 he returned to Canada with an appointment in the business school at the University of Toronto, where he remains.

PHASE I THEORY

The first theoretical statements regarding goal setting appear in published versions of Locke’s doctoral dissertation. Initially, the research objective was merely to determine “how the level of intended achievement is related to actual level of achievement” (Locke 1966, 60), although there was an implicit hypothesis that higher levels of intended achievement would contribute to higher levels of performance. Soon thereafter this hypothesis was made explicit, with the added proviso
that when an individual had specific goals or standards of performance to meet, the performance effects would be more pronounced than when specific goals were lacking (as with the instruction “do your best”) (Locke and Bryan 1966a).

Research-Guiding Hypotheses

Subsequently this hypothesis regarding the superiority of specific over ambiguous goals was extended to task interest. “It was hypothesized . . . that working toward a determinate goal would lead to a higher level of task interest than would be the case with an abstract goal such as do your best” (Locke and Bryan 1967, 121). Thus, the presence of specific hard goals should reduce boredom at work.

This emphasis on the significant motivational effects of specific goals that are difficult to achieve was extended to explain various other motivational phenomena. The first such extrapolation was to the area of knowledge of results or feedback on the effectiveness of performance. More specifically, it was hypothesized that knowledge of results achieves its motivational effects through the incorporating of goal setting and that in the absence of such performance intentions, knowledge of results does not contribute to the level of work output (Locke and Bryan 1966b).

The popular Parkinson’s Law is also explained as a goal-setting phenomenon (Bryan and Locke 1967). This law indicates that work expands to fill the time available for its completion; more generally it can be hypothesized that “effort (or work pace) is adjusted to the perceived difficulty of the task undertaken.” This process is said to be mediated by goal setting, and accordingly a goal-setting process is assumed to intervene between task perception and actual performance. The following quote not only explains how this might occur, but also provides a first glimpse of the broader theoretical framework that emerged later:

[A]djustment (of effort to difficulty level) requires first that the subject perceive the task, that he be conscious of the fact that there is a task to be performed, and that he have some idea or knowledge of what the task requires of him. Then, depending upon the situation and the individual’s perception of it in relation to his own values, he will set himself a goal or standard in terms of which he will regulate and evaluate his performance. . . . This goal-setting procedure can vary widely in the degree to which it is conscious or subconscious, explicit or implicit . . . but once the goal is set, it is argued that effort and performance level will be regulated by and with reference to this goal. (Bryan and Locke 1967, 260)

A similar explanation in terms of goal setting is applied to the relationships between monetary incentives and work performance. The specific hypotheses are:

1. Goals and intentions will be related to behavior regardless of incentive conditions; that is, goals and intentions will be related to behavior both within and across different incentive conditions.
2. When incentive differences do correlate with behavior differences, these differences will be accompanied by corresponding differences in goals and intentions.
3. When goal or intention differences are controlled or partialed out, there will be no relationship between incentive condition and behavior (Locke, Bryan, and Kendall 1968, 106).

More Comprehensive Formulations

The theoretical statements considered to this point were all presented as hypotheses that were tested immediately in research. However, beginning in 1968 Locke began a series of attempts to
pull his ideas together within a more comprehensive framework. That seven years later he still had serious doubts as to whether these efforts had amounted to a true theory does not deny the fact that something more than a set of loosely related first-order hypotheses was achieved.

Clearly, the formulations Locke presents are limited in various respects (Locke 1968). Little attention is given to the developmental causes of particular goals and why people consciously try to do what they do. Furthermore, goals are viewed as having significance for performance only to the extent that they are actually accepted by the individual, so the theory is one of accepted or internalized goals. Very difficult goals might well fail to achieve acceptance, and if this were the case, the positive relationship between goal difficulty and performance would no longer be expected to hold. On almost any task there is a hypothetical level of difficulty beyond which goal acceptance will not occur. At this point a boundary condition of the theory has been reached. One of the key reasons monetary incentives work with regard to performance levels is that they contribute to task and goal acceptance, or commitment.

In the early statements, goal setting was introduced as an explanation not only of the effects of monetary incentives, but also of knowledge of results and variations in available time. Later this list was expanded to several additional areas (Locke 1968, 1970b). The performance effects of participative management are attributed in part to explicit or implicit goal setting. Competition is viewed as a case in which the performance of others serves to establish goals that arouse individuals to higher levels of performance. Praise and reproof may well induce people to set hard performance goals, although it is apparent also that this need not necessarily occur; the theory is not specific as to when, under such circumstances, hard or easy goals will emerge.

Goals have two major attributes—content and intensity. Content refers to the nature of the activity or end sought. Intensity relates to the level of importance of the goal to the person. Goal content exerts a primarily directive influence, and it also serves to regulate energy expenditure because different goals require different amounts of effort. Goal intensity can also influence both the direction and level of effort. Important goals are more likely to be accepted, to elicit commitment, and thus to foster persistent striving.

The Job Satisfaction Model

The theory treats job satisfaction in the short range as a function of the size of the perceived discrepancy between intended and actual performance. Goal achievement leads to the pleasurable emotional state we call satisfaction; failure to achieve a goal leads to the unpleasurable state of dissatisfaction (Locke 1969, 1970a).

However, job satisfaction is usually viewed in a wider context than individual goal accomplishment. In this broader context, abstract job values serve in the manner of goals. “Job satisfaction and dissatisfaction are a function of the perceived relationship between what one wants from one’s job and what one perceives it as offering or entailing” (Locke 1969, 316). Values establish what one wants. Like the more immediate goals, they are characterized by content and intensity (importance). Thus the achievement of more important values (financial security, for instance) will yield greater satisfaction, and the same value-percept discrepancy will produce more dissatisfaction if the value is important than if it is not. Beyond these directional hypotheses, the theory does not indicate in specific detail the relationships involving values, discrepancies, importance, and satisfaction-dissatisfaction. It does, however, view job satisfaction as primarily a product or outcome of goal or value-directed effort, and thus a consequence of performance.

Locke, Cartledge, and Knerr (1970) have proposed a theoretical model to explain how the various types of variables specified in Locke’s theoretical formulations interact:
exists (such as incentives or previous outcomes) → cognition (evaluation against values) → emotional reactions → goal setting → action

The most immediate determinant of action is the individual’s goal. External incentives influence action through their impact on the individual’s goal. Emotional reactions result from evaluations in which the person cognitively compares the existents against standards established by relevant values.

As an example of how these processes work, let us take an examination situation:

existent: grade of C+ → cognition: C+ evaluated as too low relative to B value
standard → emotion: dissatisfaction → goal: improve on next examination → action: improved examination performance

Improved performance should result ultimately in greater satisfaction.

Locke, Cartledge, and Knerr (1970) also extend this basic model to include anticipated existents and emotions as well as the judged instrumentality of anticipated goals. Subgoal attainment is valued to the extent it is seen as instrumental for an overall goal. Although these formulations regarding anticipatory states and subgoals add a degree of complexity to the model, they are nevertheless handled within the basic framework discussed above.

THE THEORY IN MATURITY

Throughout most of the 1970s, goal-setting theory was largely in hiatus. However, during this period Latham published a number of studies that moved goal-setting research from the laboratory out into the field. Then gradually activity on the theory front accelerated, culminating in Locke and Latham’s *A Theory of Goal Setting and Task Performance* (1990a); this was phase II.

Goals, Expectancies, Self-Efficacy, and Performance

A problem that arose early on was that because difficult goals are harder to reach, expectancy of success should show a negative linear relationship to performance; goal theory posits a positive linear relationship between goal difficulty and performance. In contrast, expectancy theory asserts a positive linear relationship between expectancy of success and performance level. The conflicting predictions involved here have elicited a number of proposed solutions.

In the 1990 version of their theory, Locke and Latham introduce the concept of self-efficacy from Bandura (1982) to yield their most recent solution (see also Bandura 1997). Self-efficacy is a person’s judgment of how well one can execute courses of action required to deal with prospective situations; it is positively related to future performance. It has a lot in common with the expectancy concept, but it is much broader in scope. In summarizing this solution they state:

Goal-setting theory is in full agreement, rather than conflict, with expectancy theory regarding the relationship of expectancy to performance. Expectancy is positively related to performance within any given goal group; self-efficacy and/or overall expectancy of performing well across the full range of possible performance levels is positively associated with goal level and performance, both within and across goal groups. Assigned goals facilitate performance because they influence both self-efficacy and personal goals. Self-efficacy affects goal choice, and both self-efficacy and personal goals affect performance. (Locke and Latham 1990a, 85)
The means to the resolution is self-efficacy, and in fact this integration of goal-setting theory with Bandura’s views has become increasingly evident since that time (Bartol and Locke 2000).

Goal Mechanisms

Why might goal setting work? On this score, phase II theory represents a major advance over the early formulations. The basic propositions are that (1) goals energize performance by motivating people to exert effort in line with the difficulty or demands of the goal or task (thus, they affect arousal by regulating intensity of effort); (2) goals motivate people to persist in activities through time; and (3) goals direct people’s attention to relevant behaviors or outcomes and away from nongoal-relevant activities (thus, they orient people toward goal-relevant activities and they activate knowledge and skills perceived to be relevant to the task). If task strategies are held constant, and the goal mechanisms of effort, persistence, and direction are controlled or partialed out, goals should not affect task performance.

This raises the question of what are task strategies. They are directional mechanisms that entail methods of performing a task extending beyond the relatively automatic mechanisms inherent in effort, persistence, and direction, as just discussed, to conscious problem solving and creative innovation. They are an especially crucial link between goals and performance on complex tasks.

Why and how, then, are specific challenging goals hypothesized to lead to higher levels of performance? For the following reasons:

- They are associated with higher self-efficacy (whether the goals are assigned or self-set).
- They require higher performance in order for the individual to feel a sense of self-satisfaction.
- They entail less ambiguity about what constitutes high or good performance.
- They are typically more instrumental in bringing about valued outcomes.
- They lead individuals to expend more effort.
- They stimulate individuals to persist longer.
- They direct attention and action better and activate previously automatized skills.
- They motivate individuals to search for suitable task strategies, to plan, and to utilize strategies that they have been taught. (Locke and Latham 1990a, 108)

Determinants of Goal Choice

Although goal-setting theory has been primarily concerned with goals as independent variables, the earlier concern with goals as dependent variables (Lewin et al. 1944) has also been incorporated in the phase II theory. In this connection it should be recognized that although assigned goals typically are accepted, even then the relationship between the assigned goal and a person’s personal goal level is far from perfect. Thus, the determinants of goal choice remain important even when goals are assigned.

In this connection the theory posits that people will typically raise their goals after failure as a compensation strategy; the operative motive is a desire to make up for past failure by dramatically increasing future performance. In this context, goal choice is a function of what a person thinks can be achieved (perceived performance capability given previous performance, ability levels, self-efficacy, and the like) and what a person would like to achieve or feels should be achieved (perceived desirability or appropriateness of performance given group norms, competition, goal assignments, any money incentives, dissatisfaction occasioned by previous performance,
and other such factors). The goal actually chosen represents a compromise between these two types of factors.

**Goal Commitment**

Commitment is expected to relate to performance as a direct positive effect. In addition, it should serve to moderate the effects of goals on performance—goal level should be more highly (and positively) related to performance under conditions where the individuals involved have high commitment than where commitment is at a low level.

A number of factors are expected to influence commitment levels, some of which are the same as those previously noted for goal choice. One set of factors affects the perceived desirability or appropriateness (the valence) of trying for a given goal or goal level (such factors as authority, peer groups, publicness of goal statement, incentives, punishments, satisfaction, and goal intensity). Another set of factors affect the perceived ability of attaining (the expectancy) of a given goal or goal level (authority and goal intensity again, plus competition, attributions, and the like).

A commitment-related issue has to do with the relative effectiveness of assigned, participatively set, and self-set goals. Although there have been numerous positions taken on this score, goal-setting theory makes no a priori assumptions regarding the relative effectiveness of the different ways used to set goals. The importance of the matter from both practical and theoretical perspectives is recognized, however. The theory basically states that insofar as the motivational mechanism of commitment is concerned, the differences among the various methods of setting goals are negligible—it does not matter. This is a topic that has spawned considerable research; we will consider this research shortly.

**Further on Feedback**

The phase I theory dealt with feedback. Phase II theory extends that treatment. With respect to feedback, goals are said to act as mediators—they are one of the key mechanisms by which feedback becomes translated into action. (This is a restatement of the phase I position.) With respect to goals, however, feedback is now designated as a moderator—goals regulate performance far more reliably when there is feedback present than when feedback is absent. Figure 10.1 sets forth a tentative model of how goal setting mediates feedback into performance under the phase II formulations. The net effects involved here should be that when goal setting is withheld, feedback should not work; and when feedback is withheld, goal setting should not work, but when goal setting plus feedback are explicitly invoked, the result should be more effective performance than with either one alone.

In this and other contexts, Locke has been quite critical of classical behaviorist interpretations on the grounds that they do not recognize the effects of the goal setting implicit in their studies:

The probable reason why goal setting has been de-emphasized and feedback emphasized in the behavior modification literature is that goal setting is frankly an embarrassment to behavior modification theory. Behaviorism asserts that the key events controlling human action are *consequents*, things that occur after behavior. However, goals are things that occur before behavior; thus they are antecedents, . . . [T]he key fallacy here is that a consequent cannot affect action *unless it becomes an antecedent*. How else can the past affect the future? Feedback does not result in anything unless the recipients do something with it, such as decide that they will try to improve their performance the next time they act.
If consequent information is incorrectly interpreted or cannot be interpreted, it does not lead to any increase in the desired actions. . . . Nuttin (1984) identifies the fundamental behaviorist error as follows: “Human behavior does not consist of [automatically] repeating previously reinforced responses; it involves setting immediate or distant goals, elaborating behavioral projects or plans, and working toward their realization by means of learned and readapted behavioral techniques and experiences” (41). (Locke and Latham 1990a, 187)
Goals and Ability, Task Complexity, Personality, Affect

If goals set in a situation are not within the ability level of the person they will not be attained, irrespective of other considerations. The same is true if situational constraints block goal attainment. Essentially these are factors that set boundaries on the domain of goal-setting theory.

Complex tasks introduce demands that are expected to mute goal-setting effects to a degree and thus reduce the extent of the goal–performance relationship; thus performance will be less effective on complex tasks than simple tasks given the same goal input. At the same time, the relationship between task strategies and performance should be greater on complex tasks.

The phase I theory essentially held that individual differences in personality were not of concern for goal-setting theory; these factors should introduce only marginal amounts of variance into the components of the theory. At phase II this position has been modified. The current view is that a syndrome associated with achievement motivation (including need achievement, type A behavior, and internal locus of control) serves to characterize those who tend to set difficult goals. These are all characteristics found among the personal achiever type of successful entrepreneur (Miner 1997). Also self-esteem, a close cousin to self-efficacy, should operate in the same manner. The hypothesis is that these factors affect the extent to which people take steps to increase their ability, find ways to overcome situational constraints, and deal effectively with complex tasks.

Job satisfaction or affect represents a major factor in the phase I theory. Beyond this, phase II theory concerns itself with the aspects of the goal-setting process that should lead to positive appraisals (and satisfaction) or negative appraisals (dissatisfaction or anxiety). In the former category are success, the engagement of values, cognitive focus, and role clarity. In the latter category are failure, feelings of pressure, role conflict, and feelings of inequity.

The High Performance Cycle

The ideas and concepts that we have been considering in the phase II theory are combined in the model set forth in Figure 10.2. This version (Locke and Latham 1990b) differs somewhat from another published in the same year (Locke and Latham 1990a). In the latter instance, self-efficacy is moved from the moderator category to the demands category, giving it somewhat higher billing; there it is designated “high self-efficacy.” At the same time expectancy is dropped from the model and situational constraints is added as a moderator. These two versions appear to have been produced at roughly the same time, although the paper in the edited volume (1990b) must have been written first. There is another slightly different version as well (Locke and Latham 1990c), and another that integrates the essential elements of goal-setting theory into the high performance cycle more fully (Locke and Latham 2002). Clearly, goal-setting theory is still undergoing development.

In none of these versions of the model is personality given any billing at all. The theory still has not fully overcome the antipathy toward personality factors that characterized the phase I formulations, although it is gradually moving to incorporate some such variables (Locke 2001).

In describing the high performance cycle, the authors consider applications of their theory, a matter that will concern us in much greater detail in a subsequent section:

The high performance model has important implications for the management of organizations. Effective organizations must expect a lot from their employees and must try to insure that they gain a sense of satisfaction in return for their efforts. Employee satisfaction will derive, in part, from giving employees personally meaningful work that they are capable of
handling and, in part, from taking pains to reward good performance. Peters and Waterman (1982) have argued, consistent with this model, that the best American organizations in the private sector have organizational philosophies that place a high premium on excellence in performance and on respect for employees. (Locke and Latham 1990b, 18)

**Goal Setting and Strategy Effects on Complex Tasks**

Previously in connection with the discussion of goal mechanisms, task strategies, especially as they are utilized on complex tasks, were considered. These ideas are developed more fully in the model of Figure 10.3 dealing with the relationships among goals, plans (task strategies), and performance.

Again, there are two somewhat different versions of the theory in existence—the Wood and Locke (1990) version of Figure 10.3 and the version contained in Locke and Latham (1990a). The theoretical tinkering continues. In the latter instance the feedback loop at the bottom of the figure extending beyond (4a’) to (1) is eliminated; thus this loop extends only to developing new task-specific plans. A link is also added running from these plans to (2a).

**Phase III Developments**

In the period since 1990, goal-setting theory has had relatively little new to say about its content but a great deal to say about its domain. The focus has been on extending that domain in many
directions. First was a concern with applying the theory to organization goals and business strategies, thus making an essentially micro theory into a macro one as well (Chesney and Locke 1991; Audia, Locke, and Smith 2000). In addition, the theory entered the field of entrepreneurship with hypotheses about the effects of growth-oriented vision statements (read difficult goals) on business performance indexes (Baum, Locke, and Kirkpatrick 1998) and other similar formulations with regard to venture growth (Baum, Locke, and Smith 2001).

In addition to these macro emphases, the theory has moved in an exactly opposite direction, extending its domain to focus on self-set goals and self-management. Historically, goal setting has been primarily a social process consistent with the theory’s origins in social psychology; assigned goals were set with the aid of an authority figure, and participative goal setting was an even more distinctly social process. More recently, however, the theory has joined forces with organizational behavior modification (see Chapter 8) to concentrate on the cognitive processes involved in self-management and the role that self-set goals can play in the self-regulation of behavior (Latham and Locke 1991). In this context, training for self-management, to set goals without the aid of others, becomes an important concern.

Finally, goal-setting theory has been extended in order to attempt a joining together with other motivation theories and thus achieve a degree of integration within the field. Figure 10.4 depicts this effort. The motivation hub and what happens thereafter represent a restatement of the high performance cycle (see Figure 10.2); this is where prediction of performance is said to be best achieved because it is closest to the action. However, Figure 10.4 also contains the motivation core (values and motives) and needs. These represent extensions of the theory’s domain and the incorporation of previously separate ideas about motivation, most of which are discussed in the chapters of this book.
Gary Latham is primarily responsible for bringing goal-setting theory into the world of practice. He has done so through his work as a psychologist in various companies both as an employee and as a consultant. However, goal setting existed in industry long before Latham arrived, in the form of management by objectives. We need to look at this phenomenon first.

Management by objectives (MBO) involves a joint determination by subordinate and superior of common goals, major areas of responsibility, and results expected; these measures are used as guides for operating the unit and assessing contributions of members. Usually a series of steps must be carried out, but the steps noted by different writers and used in different companies can vary widely. The key steps appear to be:

1. Joint determination of goals and expectations by superior and subordinate.
2. Setting objectives that are specific, measurable, attainable, relevant, and time-bound (SMART).
3. Communicating goals and objectives to all employees.
4. Providing ongoing feedback and support.
5. Evaluating performance against set objectives.
6. Providing feedback and rewards.

The Management by Objectives Approach

Management by objectives (MBO) dates its popularity to Drucker’s (1954) writings. Its historical antecedents, however, may be traced back through the classical and scientific management literature and through management practice to the early 1900s, especially as the literature and practice deal with planning and its related activities. The term management by objectives itself appears to have been coined around 1950. This approach is identified strongly with General Electric and with Harold Smiddy, a long-time vice-president of that company. Goal-setting theory appeared in the mid-1960s and had its origins in the research laboratory.

1. Setting objectives.
2. Working toward the goals.

Beyond this basic goal setting–feedback nexus, a tremendous amount of diversity emerges. Among the components of MBO are strategic planning, performance appraisal, management development, compensation administration, career planning, organization planning, job design, and coaching. A review of individual company programs suggests that the following should also be included: control systems design, organization development, human resource planning, job enrichment, leadership style change, and changes in organizational climate. It is clear that beyond its core elements, management by objectives is many things to many people. The degree to which goals are participatively set can vary considerably and so too can the extent of formalization in the sense of documentation or paperwork requirements.

This diversity can be a strength in that it is possible to tailor a program to the needs of a specific company. But from the point of view of evaluation, it creates major problems. Even if an MBO program is shown to yield positive results, it is very difficult to know what factors were responsible, or to compare one study with others. In any given instance it may be goal setting that is the cause of a motivational effect, but it also may be any one of the other aspects of the program. Thus research on MBO must be viewed with some caution; variables are typically confounded, and implications for goal-setting theory tend to be indirect at best.

A problem for MBO is that the motivating effects of difficult goals appear to be particularly susceptible to dissipation over time, even among the particular kinds of individuals who are most responsive to them. To counteract this tendency, goal setting must be reinforced frequently. Thus, if the need is for an immediate burst of energy due to declining profits or shrinking markets, MBO can prove very valuable. For the long term it is less likely to maintain effort levels unless it is possible to reactivate goals frequently and perhaps to shift the actual content of certain goals (and thus introduce new jobs) at periodic intervals.

These considerations suggest that goal setting for particular, relatively isolated operations is most likely to yield favorable results. In contrast, a comprehensive companywide program can run into difficulties that will hamper its operations. Locke (1970b) has noted the value that goal setting may have when an individual supervisor deals with subordinates. In this limited context it can be adjusted to the individual characteristics of the subordinate to stay within the boundaries of theoretical application and establish appropriate priorities. An overall MBO program for a company, however, may well miss the mark with so many people that it ultimately loses its legitimacy, goal importance, and motivational impact for almost everyone. Many may feel they have been duped into setting certain goals only to have them “thrown in their face” months later (when they are almost forgotten) as justification for a denied promotion or salary raise.

Locke and Latham (1990a) evaluate a number of reviews of research studies that attempted to determine MBO effectiveness. They conclude: “By every reasonable method of counting, the overall MBO success rate hovers around the 90% success rate obtained for micro- and group-level studies” (45). However, this does not mean success was achieved in all units or at all points in time considered in a given study or on all indexes of success. There are many contingencies involved. A meta-analysis of evaluation studies indicates that a key contingency is the support of top management (Rodgers and Hunter 1991); without this support the effects of MBO are negligible. Furthermore, it is often unclear what caused the success—goal setting may or may not be the key factor. For an example of how goal setting of an organizational nature may go awry, see Humphreys (2003).
One thing, however, is clear and that is that MBO and goal-setting theory now have converged, to their mutual benefit, with the former thus acquiring a theoretical base and the latter getting a popular arena of application.

**The Goal-setting Theory Approach**

In their book, Locke and Latham (1990a) note a number of applications of goal setting in human resource management. It may be used in job analysis to get people to contribute their knowledge of the work. It may be used to develop interview formats in connection with the situational interview approach that is described as grounded in goal-setting theory. It may be used in connection with training, as for instance training in self-management, where goal setting is viewed as a core element. It may be used to establish mutual goals between management and labor as part of a relations by objectives program. It may be used as part of performance appraisal when feedback on performance is combined with setting specific improvement goals. Through goal setting managers may facilitate the operation of a superordinate goal to guide those who work for them (Latham 2003).

These are important applications. However, the most important use of goal setting in organizations is as a stand-alone procedure for improving performance—much like MBO, but without the formalization that has come to characterize that approach. As with MBO, there are certain steps that should be followed. Locke and Latham (1984, 40) outline these steps as follows:

1. Specify the nature of the task(s) to be accomplished (i.e., write a job description). This may be done in terms of work outcomes and/or in terms of work actions or behaviors.
2. Specify how performance is to be measured.
3. Specify the standard or target to be aimed for in quantitative terms based either on directly measured output or on a Behavioral Observation Scale. Make the goal challenging, that is, difficult but attainable.
4. Specify the time span involved.
5. If there are multiple goals, rank them in terms of importance or priority. Get a consensus on this ranking.
6. If necessary, rate each goal quantitatively as to importance (priority) and difficulty. To measure overall performance, multiply importance by difficulty by degree of goal attainment, and then sum the products.
7. Determine the coordination requirements (especially lateral) for goal achievement. If the tasks are highly interdependent, use group goals. If group goals are used, be sure to develop a means of measuring each individual’s contribution to the group’s product. The goals should be modified only if employees clearly lack the ability or knowledge needed to reach them or when substantial changes in the job situation have occurred.

Whether goals should be assigned by a superior or set participatively is an individual matter. Assigned goals appear to achieve much the same level of impact in hierarchic organizations as in the laboratory context, presumably because legitimate authority and the demand character of experiments operate in much the same manner. As with other human resource and organizational behavior approaches, findings with regard to goal setting seem to generalize from the research laboratory to the field rather well (Locke 1986). Assigned goals work best with those who are already intrinsically motivated and who thus find the assigned goals less onerous. Participative goal setting works best if people are accustomed to and comfort-
able with it, and when intrinsic motivation to perform is at a low level, thus requiring an added inducement.

Overall, goal-setting procedures appear to have considerable motivational potential with the right people under the right circumstances. Difficulty, specificity, and acceptance of goals are important. Goal setting within the context of a comprehensive MBO program is a more uncertain matter, especially over the long term. The ideal approach seems to be to train individual supervisors of relatively independent jobs in the techniques of goal setting, as well as when to use them.

An idea of what the goal-setting theory approach can accomplish is provided by a study of the relationship between goal-setting activity and organizational profits (Terpstra and Rozell 1994). A survey was sent to firms averaging approximately 6,000 employees inquiring about their use of goal-setting theory (61 percent used it) and also about firm profit levels and profit growth. Significant relationships were found. This does not establish causality, but the authors believe that the causal arrow runs from practice to profitability. Yet these findings are not always replicated. In one instance, within a single company, when goal setting was compared with indexes of performance, the two clearly were not positively related (Yearta, Maitlis, and Briner 1995). Yet problems inherent in both the goal-setting program and the conduct of the research serve to emphasize not only the difficulties of doing goal setting right, but also of doing research on goal setting right. In his analysis of prime movers in the business world, Locke (2000) documents many instances of the successful use of personal goal setting. When used correctly, goal setting can be a highly effective motivating force for performance whether the goals are self-set, set participatively, or assigned (Latham 2000).

EVALUATION AND IMPACT

Goal-setting theory’s formal statements emerged gradually and were intertwined closely with the research. This might represent a major problem in evaluating the theory against these research results were it not for several considerations. One is that Locke appears to have operated from an implicit theory that influenced the design of his research and the selection of research topics from the beginning, long before he made this theory explicit; this implicit theory clearly owes much to Ryan. Second, Locke, and also Latham, typically have conducted many studies in each area they have investigated, thus replicating their results several times. Accordingly the theoretical hypotheses cannot be dismissed on the grounds that they incorporate empirical fluctuations attributable to chance on an ad hoc basis.

Examples of Research by the Theory’s Authors

Both Locke and Latham have been involved in a large number of studies testing aspects of their theory. Describing all of these would be impossible, but it is possible to provide examples of the approaches taken. The highly inductive nature of the theory construction, going back and forth from research to theory to more research to theoretical refinement and so on, means that most theoretical statements were well established before they became true theory. Providing the full flavor of this process would carry us well beyond the space limitations of this chapter, but the following examples should help.

An initial series of studies utilized brainstorming tasks in which subjects were to list objects or things that could be described by a given adjective, or to give possible uses for certain objects (Locke 1966). Goal levels (easy or hard) typically were set by the experimenter, and performance was measured in terms of numbers of objects or uses noted in a given time period over a number of trials. The subjects were all college students.
Performance was consistently higher when harder goals existed. This was true even when the goals were set so high that they could actually be reached less than 10 percent of the time. In the one instance when subjects were permitted to set their own goals, they chose relatively easy ones, and their performance reflected this.

A similar experiment was conducted later using a complex psychomotor task involving adjusting certain controls to produce a pattern of lights to match a standard. The more matches achieved in a set time period, the better the performance (Locke and Bryan 1966a). Comparisons were made between the results achieved when specific, hard goals were set by the experimenter and those achieved when the student subjects were merely told to do their best. The results provided strong support for the hypothesis that specific hard goals improve performance.

These results were extended to various clerical tasks of a numerical nature in another series of studies (Locke and Bryan 1967). In this instance, subject acceptance of goals was essential for goal-setting effects to occur. In certain instances when post-experimental questions indicated that subjects had not accepted the specific, hard goals assigned, performance was not superior. The introduction of a monetary incentive appears to have been effective in gaining the necessary commitment in one study, although other studies were able to produce similar results without incentives. Data obtained with an interest questionnaire indicated that subjects working for hard goals were significantly less bored than subjects working without specific goals.

This is the laboratory approach to goal setting. It has been used in one form or another in many, many studies by the theory’s authors and others. Usually, after substantial research, a theoretical synthesis is developed. Thus, the research on feedback effects resulted in the following theoretical statement:

The present review found none of the evidence to be inconsistent with the notion that the effects of motivational knowledge of results depend upon the goals a subject sets in response to such knowledge. Most previous studies failed to separate the effects of knowledge qua knowledge from those of goal setting. . . . When the two effects are separated, there is no effect of knowledge of results over and above that which can be attributed to differential goal setting. (Locke, Cartledge, and Koeppel 1968, 482)

The field research involving Latham started in the logging operations of wood products companies. In the first study, productivity (mean cords per day) was found to be highest not only when specific production goals were assigned, but also when the crew supervisor stayed at the work site to encourage goal acceptance (Ronan, Latham, and Kinne 1973).

In a second study, ten matched pairs of logging crews were compared over a fourteen-week period. One of each pair was exposed to preliminary training in goal setting, and the other was not. Appropriate specific production goals were established for all crews each week, but only in the case of the previously trained crews were these goals communicated; thus, only one of each pair was actively engaged in goal setting, although the performance of both crews could be measured relative to goals (Latham and Kinne 1974). It is evident that the goal-setting crews exceeded their goals more often and usually outperformed the non–goal-setting crews in terms of a cords per man-hour criterion:

<table>
<thead>
<tr>
<th>Matched pair no.</th>
<th>Goal-setting crew</th>
<th>Nongoal-setting crew</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>+2.3</td>
<td>+0.09</td>
</tr>
<tr>
<td>2</td>
<td>−0.9</td>
<td>−0.09</td>
</tr>
<tr>
<td>3</td>
<td>+0.05</td>
<td>−0.08</td>
</tr>
</tbody>
</table>
A similar approach was utilized in a study by Latham and Baldes (1975) to induce logging truck drivers to carry heavier loads to the mill. A goal of 94 percent of the legal weight limit was assigned. At the beginning of the period the trucks were averaging 60 percent. With the introduction of the goal, performance improved sharply, and by the end of nine months had stabilized at over 90 percent. “Without the increase in efficiency due to goal setting it would have cost the company a quarter of a million dollars for the purchase of additional trucks in order to deliver the same quantity of logs to the mills” (124).

Results such as these led to the conclusion that the goal-setting results obtained in the laboratory applied in the field as well.

Findings from Meta-Analytic Studies

I am aware of more than fifteen meta-analyses of studies related to goal setting that have been published to date. Six of these appeared in the 1983–87 period and were given attention in the Locke and Latham (1990a) volume. The early reviews tended to look at goal setting in conjunction with other approaches. However, beginning in 1986 meta-analyses focused specifically on goal setting became a feature of the major journals; included here was an early effort involving the author of the theory (Wood, Mento, and Locke 1987). This burst of activity was in part occasioned by the fact that meta-analysis was just finding its way into organizational behavior at this time. More significant was the fact that goal-setting theory had by then spawned sufficient research to justify separate meta-analyses. Over time, extending to the present, this output of related research has been tremendous; without the quantitative and qualitative reviews, comprehending and synthesizing this research becomes almost impossible.

The conclusion from these early meta-analyses is that goal difficulty and specificity do operate as the theory predicts in influencing performance, and that feedback combines with goal setting as hypothesized. Participation per se does not exhibit any special advantage in setting goals, again in line with theoretical expectations. Goal-setting effects are most pronounced on relatively simple tasks; they decline on complex tasks such as business game simulations and scientific work.

Later meta-analyses have typically looked at more specific issues. Thus, Wright (1990) found that goal difficulty has in fact been operationalized in a number of different ways and that how it is operationalized has a substantial effect on performance outcomes. Nevertheless, the expected results are consistently obtained irrespective of the operationalization. Klein (1991) identified similar problems in the measurement of expectancy theory variables; large variations were noted in different studies. When appropriate operationalization occurs, however, expectancy theory variables are significantly related to goal choice, goal commitment, and performance. These results confirm the compatibility of the two theories.
We have already noted the Rodgers and Hunter (1991) meta-analysis of management by objectives research. The key finding here was that MBO requires top management support and participation to work well.

Wofford, Goodwin, and Premack (1992) were able to identify prior performance, ability, and, with somewhat less certainty, knowledge of results as antecedents of personal goals. Self-efficacy, expectancy of goal attainment, task difficulty, and task complexity (with a negative sign) were identified as antecedents of goal commitment. Goal commitment appeared to affect goal achievement. That certain hypothesized relationships did not emerge as expected seems to be due to the lack of a sufficient number of studies that often plagued this meta-analysis.

This dearth of research appears not to have been a problem in a meta-analysis of group goal-setting effects (O’Leary-Kelly, Martocchio, and Frink 1994). There, group goals were found to strongly influence performance with an effect size exceeding that typically found for individual goal setting. Recently, the theory’s author has been conducting research in this area and finds strong support for the role of goal difficulty in team performance (Knight, Durham, and Locke 2001).

A meta-analysis conducted by Stajkovic and Luthans (1998) dealt specifically with self-efficacy, not goal setting, but is relevant because of the affinity that has developed between the two theoretical approaches. Self-efficacy is strongly related to performance, at a level that appears to exceed that often found for goal setting. As has been noted with goal setting, self-efficacy–performance relationships decline as tasks move from simple to complex; yet significance does not disappear.

Another article provides the only meta-analytic results that bring any aspect of goal-setting theory into question (Donovan and Radosevich 1998). Here, although goal commitment served to moderate the goal difficulty–performance relationship significantly, it did not emerge as the powerful factor that theory would anticipate. This finding may in fact reflect a shortcoming of the theory, but it may also reflect problems of definition and operationalization or limitations of the laboratory context used primarily to study the phenomenon. Research that identifies or introduces wide variations in goal commitment appears to be needed. Yet, as occasionally happens with meta-analytic studies, a later investigation of this same literature incorporating somewhat different studies produced results more supportive of theory that are interpreted as refuting the Donovan and Radosevich (1998) conclusions (Klein, Wesson, Hollenbeck, and Alge 1999). Also, Klein, Wesson, Hollenbeck, Wright, and DeShon (2001) were able to develop a measure of goal commitment using meta-analytic procedures that overcome many of the difficulties inherent in previous measures.

With regard to personality factors, Judge and Ilies (2002) used meta-analysis to evaluate the relationship between the so-called “big five” model and motivation as specified by goal-setting theory. The personality characteristics having the most marked relation were neuroticism (negative), conscientiousness, and agreeableness (negative). The latter finding was hypothesized to result from the fact that “agreeable individuals set less ambitious performance goals because they are motivated more by communion (desire to be part of a larger spiritual or social community) than by agency (desire to achieve mastery or power)” (Judge and Ilies 2002, 803). However, this finding is based on a rather small number of studies and accordingly may be unstable.

Self-efficacy motivation was also studied in this meta-analysis with results that differed from those for goal setting, emphasizing that the two types of motivation do not contribute to performance outcomes in the same manner. Once again, neuroticism related to motivation in a negative manner, but in the case of self-efficacy, the only other major personality factor was extroversion.
Proposition-specific Evaluations

The meta-analyses overall provide very strong support for goal-setting theory. Yet there are aspects of the theory that they do not consider, often because there is insufficient research available as yet to use the approach.

As Locke and Latham (1990a) note, the theory suffers from ambiguity as regards the definition of its constructs, including goal difficulty and goal commitment, as well as in establishing certain boundary definitions, such as in the area of complex tasks. Nevertheless, a great deal of research of respectable quality has been conducted.

In general, the theoretical expectations of the phase I rubric have received strong support. There is reason to believe, however, that monetary incentives can involve motivational forces above and beyond goal setting (Locke and Latham 1990a). Also, research on the job satisfaction formulations has not been as extensive as might be desired. However, confirmatory findings do exist (McFarlin and Rice 1991).

The early concerns about conflicts between expectancy theory and goal-setting theory seem to have evaporated, and in fact expectancy concepts have been incorporated widely in goal-setting models. Self-efficacy represents a powerful addition to the goal-setting formulations as well, although there clearly is much common variance between the expectancy and self-efficacy concepts incorporated.

The elaboration of goal mechanisms in phase II has proved helpful in a number of respects. It fills a theoretical void that needed filling. The same can be said for the formulations regarding the determinants of goal choice. The recent Donovan and Radosevich (1998) review raises questions regarding the role of goal commitment, but there is previous support for this construct, and variance restrictions inherent in the laboratory research may have limited the effectiveness of the tests utilized. Measurement advances offer promise with regard to goal commitment as well (e.g., see Renn, Danehower, Swiercz, and Icenogle 1999). The research on the ways in which goals are set—assigned, self, participative—for a while seemed to support motivational superiority for a participative approach. With the collaborative research of Latham, Erez, and Locke (1988), it became evident that assigned goals do as well as participative goals if properly sold to those doing the goal setting. The theory’s position that motivational differences are negligible appears to have been upheld. However, a recent study found that low power distance individuals are particularly responsive to the participative approach (Sue-Chan and Ong 2002), thus raising once again the issue regarding the role of personality factors in goal setting.

Feedback is considered in both the phase I and phase II theory. These hypotheses have considerable research support, although not all aspects of Figure 10.1 have been the subject of study (Locke and Latham 1990a). Ability and situational constraints also appear to operate as hypothesized. The theory recognizes the problems inherent in complex tasks, and the research supports the view that the basic theory works less well in this domain. Strategies exert a greater effect on performance in this context than goals (Chesney and Locke 1991). Personality factors have not been consistently incorporated in the theory, although there is increasing evidence that they should be (e.g., see Lee, Sheldon, and Turban 2003). The strong demand character of the laboratory setting no doubt minimizes personality influences, but as complex problem solving, plans, and strategies become of increasing interest, this is no longer true.

With regard to the different versions of the high-performance cycle model (Figure 10.2), it now appears that self-efficacy (and expectancy) should be treated both as moderators and as demands, with direct effects on performance. Presumably the alternating versions represented attempts to find simpler presentations of the model, which in the end did not fully reflect the reality.
The phase III domain extensions are clearly incomplete. There is going to be a need for some new theory if such matters as real and stated organizational goals, business strategies, and the like are to be a major concern of the theory. Nevertheless, some progress has been made. For instance, the vision statements of entrepreneurs (as goals) do affect organizational performance and growth (Baum, Locke, and Kirkpatrick 1998). Also, the movement into the realm of self-management has struck a chord within organizational behavior (see Rousseau 1997); it is still unclear as to how much new theory or cooptation of existing theory will be required by this thrust.

Mitchell, Thompson, and George-Falvy (2000) note that goal-setting theory has given insufficient attention to the context of goals, including multiple goals and goal priorities. Also lacking is concern with the actual process of setting goals—the political aspects of goal setting by managers, for instance. Multiple goals appear to increase the level of tension experienced, and to create at least the perception that performance decreases (Emsley 2003). Dealing with these multiple goal situations has for a considerable time been envisaged as involving some type of hierarchic representation of the motives operating, as held in an individual’s cognitive schemas. This hierarchic view continues to spark research up to the present (Bagozzi, Bergami, and Leone 2003), and with a good deal of success. Concerns related to issues of these kinds are not merely reflective of research needs; they require theoretical extensions as well. Goal-setting theory now faces the problem that it has been so successful, and sparked so much research, that the research is in danger of overflowing the vessel that is its theory. It may no longer be possible to follow the inductive theory–research lockstep that Locke initiated in the 1960s. The problems unearthed seem to call for more expansive theorizing (Pinder 1998).

**Questions Raised from the Perceptual Control Theory Perspective**

Perceptual control theory uses a cybernetic model where perceptions are matched against a comparator (similar to a thermostat) to gain an understanding of goal striving. The theory is parsimonious, perhaps to a fault, and focuses on negative feedback loop structures. It is particularly concerned with the dynamic nature of these structures over time and thus introduces measurement requirements above and beyond what has been involved in goal-setting research previously (Vancouver and Putka 2000).

The questions that control theory has raised for goal-setting theory deal essentially with the self-efficacy concept. Control theory anticipates that self-efficacy can decrease, rather than increase, the amount of resources devoted to performance, and that the positive relationship between self-efficacy and performance often results from the impact of performance on self-efficacy, not the reverse, as goal-setting theory would have it. In the goal-setting view, self-efficacy raises the level of self-set goals, reinforces commitment to these goals, and thus enhances the level of performance. Control theory says that:

1. the positive correlation of self-efficacy with performance may be largely an effect of past performance on self-efficacy;
2. self-efficacy can negatively affect subsequent performance by rendering a person complacent; and
3. self-efficacy can positively affect subsequent performance by affecting choices like the adoption of a difficult goal (Vancouver, Thompson, and Williams 2001, 617).

When a research design that permitted the dynamic study of an individual’s goal striving was brought to bear, the control theory formulations appear to have been supported.
A subsequent study (Vancouver, Thompson, Tischner, and Putka 2002) established further that the negative effect exists. Self-efficacy leads to overconfidence and thus an increased propensity to commit logic errors in these cases. Although self-efficacy was not necessarily detrimental, when it was, the result was a negative relationship to performance and a positive correlation with errors.

In response to these questions posed from the perceptual control theory perspective, Bandura and Locke (2003) offer a thoughtful rebuttal in an article that contains no new original research. The authors base their argument on the results of nine meta-analyses that consistently indicate that efficacy beliefs contribute significantly to the level of both motivation and performance. To the extent, however, that prior studies were of a kind that minimized the possibility that results similar to those of Vancouver and his associates would be obtained, these meta-analyses are not entirely to the point. Vancouver and his coworkers did draw upon some novel design approaches, thus bringing something new to the table. Also, Bandura and Locke (2003) offer some convincing criticisms of perceptual control theory, but that does not negate the research results obtained; they can stand alone, calling for the development of some future theory that brings this all together.

I do not see the Vancouver et al. findings as representing a serious threat to goal-setting theory overall, but they do call for a sizable extension of the theory, especially in relation to the functioning of self-efficacy. Such an extension should also consider a proposal put forth by Erez and Isen (2002, 1065): “In the same way in which positive affect influences the cognitive processes involved in expectancy motivation, it may also be integrated into other cognitive motivation theories such as goal setting.” Is positive emotion per se a major force driving difficult and specific goals and thus improved performance?

**Implications of the Motivation Sequence Model**

Figure 10.4 sets forth goal-setting theory within a larger theoretical picture. Deci (1992) has criticized goal theory as representing only a partial theory of motivation in organizations, and adds that it fails to address many of the most interesting and important questions. The motivation sequence represents an attempt to open up goal theory and integrate it with other theories of a similar nature. In doing so it introduces needs, values, and motives not specifically tied to goals for consideration; Deci (1992) advocates this.

Consider the following findings from research:

- On complex tasks, specific challenging goals work to improve performance only if there is some type of help in searching for strategies (Earley, Connolly, and Lee 1989).
- On complex tasks, commitment to planning, and even to in-process planning, plays an important role in mediating the effects of goals on performance (Weingart 1992).
- On a complex task, individuals given a creative goal have lower productivity than those with no goal, presumably due to the fact that they are concentrating on creativity, not productivity (Shalley 1995).

These findings beg for information on the personality characteristics of the subjects; needs, values, and motive patterns become crucial as goal-setting theory moves to complex tasks of one kind or another. How would such characteristics as independence-dependence, the desire to plan, and a propensity for creative thought operate within the confines of the above studies? The motivation sequence makes such questions of legitimate concern for goal-setting theory and research.
It is evident that such factors as goal specificity, goal difficulty, and participation in setting goals affect various individuals differently. This finding could well be mediated by variations in the importance certain people attach to particular goals, or at a more abstract level, values. In any event there are some distinct variations in the kinds of individuals who react differently to aspects of the goal-setting process. A thorough study of these variations in the context of adequate theoretical perspectives could in fact move goal-setting theory out of its current status, firmly constrained within the motivation hub of Figure 10.4, to incorporate the motivation core, and beyond. There is indeed a glimmer here of the overarching motivation theory that Locke envisages.

CONCLUSIONS

Equity theory and goal setting do not appear to have much in common, other than a vaguely similar source of origin through ties to social psychology, but some commonalities can be noted. For one thing, both have survived over a considerable period of time and are still active today, goal-setting theory probably more so, presumably because Locke and Latham are still alive and professionally involved, but equity theory clearly did not die with its author.

Second, both the two theories have moved, or seem to be moving, in similar directions. Personality considerations have become more important for both theories, although neither can be said to be truly personality-based at present. Yet as these theories become more closely integrated with other theories of motivation, they inevitably acquire constructs of a personality nature. Furthermore, the theorists, although not necessarily their theories, have moved in a macro direction—not away from their definitely micro base, but to study or incorporate certain macro variables. We do not know what this might have meant for equity theory, but for goal-setting theory it has meant a concern with complex organizational tasks and strategies.

Goal-setting theory’s ratings are exceptionally high. The importance rating of 5.97 is at the very top, and the theory is institutionalized as well. Estimated validity is at 5 stars; the research support is strong, and although I have noted a number of instances where theoretical extensions seem called for, this does not refute the validity of the existing theory. Locke has worked back and forth from research to inductively derived theory, and this strategy has served him well. The possibility that its potential for future theory development may have been exhausted is quite high, however. As to estimated usefulness, the score of 4 stars is down only slightly. Overall, Latham has demonstrated the practical utility of goal-setting theory across a wide range of applications. The major departure that has not worked out as well is the marriage with MBO. Also, there has been some question as to whether Latham’s use of goal setting within companies may not be overly dependent on his own personal skill in such matters. There is some doubt as to whether the approaches he uses are fully generalizable to other contexts.

The last chapter on motivation theories, which is coming up, has a somewhat different perspective than the theories we have been considering. The focus in this instance is on motivated perceptions, rather than on motives per se, and in particular on the motivated perceptions of managers. This introduces the subject of attribution theory.
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Attribution theory had a long history in psychology, particularly social psychology, before it found its way into organizational behavior. Theorists who make attributions the core constructs of their thinking are concerned with the perceived causes of events and the consequences of the particular types of perceptions involved. There is no one attribution theory; many different forms have emerged. Within organizational behavior, however, responsibility assignment approaches have prevailed; these approaches are concerned with how people make attributions for the behavior and outcomes of other individuals (Martinko 1995). The most widely known and extensively researched of these theories is the approach developed by Mitchell and others to indicate how leaders perceive and explain the poor performance of subordinates. This is an interpersonal attri-
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bution model concerned with explanations for the actions of others. Within psychology there has been much more concern with intrapersonal attributions—explanations of and for one’s own behavior. Thus in organizational behavior, attribution processes tend to be viewed as perceptual in nature, not entirely motivational, although elements of both are involved. The Mitchell theory adds a leadership component as well.

Attributions are to be viewed in the wider context of person perception (London 2001). The basic cognitive model for person perception is that people tend to have rather fixed views of the way that things should be as they enter into interpersonal relationships. These views, in the form of schemas or prototypes, serve as filters to assist in processing information about the characteristics and behaviors of others. In this manner, people are able to eliminate or ignore information that fails to fit their initial views and make the input to their perceptual processes more manageable. Heuristics are formed to help perceivers make decisions in the face of sizable data inputs. This information-processing formulation is elaborated in more detail later in this volume (see Chapter 15).

Person perception includes the processes through which individuals form impressions and draw inferences regarding other people (Klimoski and Donahue 2001). Within this process, the specific procedures that people use to establish the assumed causes of another person’s behavior are labeled as attributions. Perceiver inputs in such instances include traits and other characteristics, motives, abilities and skills, and values, beliefs, or attitudes. Understanding how this motivated perceptual process operates is the domain of attribution theory.

BACKGROUND

Born in 1942, Terence Mitchell obtained his undergraduate degree in psychology from Duke University in 1964 and completed subsequent work in public administration at the University of Exeter in England. His graduate study was in social psychology at the University of Illinois, but with a minor in public administration. He received the Ph.D. in 1969. Immediately thereafter he took a position at the University of Washington with a joint appointment in organizational behavior (in the business school) and in psychology.

In 1969 Fred Fiedler moved from Illinois to Washington also (see Chapter 13), and it is no coincidence that both he and Mitchell had a major interest in interpersonal perception: They conducted research and published together for several years, although their interests have taken them in different directions since the early 1970s. Mitchell was promoted to full professor at Washington in 1977 and has remained there since.

Consistent with his wide range of scholarly activities, Mitchell has published with many different individuals. This is also true of his contributions to attribution theory. His major coauthor in the early period was Stephen Green, who was then with him at the University of Washington and subsequently spent many years on the faculty of the business school at the University of Cincinnati. Green now holds a similar appointment at Purdue University. He became increasingly involved in the study of poor and ineffective performance, as distinct from its fusion with attribution processes, and did not continue to publish with Mitchell after the early 1980s.

Attribution Theory in Psychology

Mitchell’s theory has its roots in a fusion of work in two areas—attribute theory and the management of ineffective performance. The attribute theory component is the most extensive and goes back further in time. The beginning is generally considered to be the work of Fritz Heider
(1958). The subsequent names are Edward Jones, Harold Kelley, and Julian Rotter (Martinko 1995). Mitchell cites all of these as sources of his own thinking. Jones contributed in particular to the distinction between actors and observers. Kelley provided views of the attribution process that were later formally built into Mitchell’s theory, as we will see. Rotter was primarily an input to Mitchell’s early research, which was on the developmental path leading up to the actual creation of the attribution theory of poor performance.

In addition to these formulations, Mitchell drew upon certain ideas related to achievement motivation (see Chapter 4) put forth by Bernard Weiner. In relating achievement motivation to attribution processes, Weiner at that time was attempting to enlarge upon McClelland’s view that achievement-motivated people prefer to attribute credit for outcomes to their own efforts rather than to chance or luck.

Weiner’s (1972, 356) theory deals with the degree to which people ascribe their successes and failures to:

1. their own ability—viewed as a stable characteristic and inside oneself;
2. their effort level—viewed as a variable factor, also inside oneself;
3. the difficulty of the task—viewed as stable and given, but external to the self; and
4. luck—viewed as variable and unstable, also external to the self.

Wide individual differences are postulated in the tendency to attribute what happens to a person to each of these factors. In particular, achievement-motivated people are expected to attribute their successes to their own efforts and their failures to not trying hard enough. If they fail they are likely to try again because they tend to believe that with greater effort they can succeed. Thus, they consistently perceive their ability levels as being quite high. When they do succeed it is because they tried hard and used their abilities.

In contrast, those with a low need for achievement view effort as irrelevant. They attribute failure to other factors, in particular lack of ability, a condition that they believe is generally characteristic of themselves. Success is viewed as primarily a consequence of the external factors of easy tasks and luck.

Obviously, if one is interested in motivating a person to do something, what will work in dealing with an achievement-oriented person may be absolutely useless in dealing with a person lacking achievement motivation. This suggests, as Weiner has indicated, that educational programs attempting to bring about motivational change and development in the achievement area should focus first on teaching the participants that effort does make a difference and that internal causation is a key factor mediating between a task and the level of performance on that task.

Although relevant research at the time was not extensive, there was a degree of support for an explanation of the dynamics of achievement motivation in terms of attribution mechanisms (Weiner 1972; Weiner and Sierad 1975). These findings, if nothing else, served to demonstrate to Mitchell that attribution theory was a useful vehicle for explaining many phenomena within organizational behavior. An essay by Calder (1977) served to demonstrate more directly the ways in which attributional thinking could contribute to an understanding of leadership processes.

The Management of Ineffective Performance

The second line of development leading to Mitchell’s theory of attribution and poor performance harks back to my own personal experiences in developing a diagnostic scheme to aid managers in
determining the causes of (making attributions regarding) the ineffective performance of subordinates. The key writings here that appear to have influenced Mitchell are Miner (1963), Steinmetz (1969), and Miner and Brewer (1976). The idea in these early statements was that faced with an instance of poor performance, managers should try to figure out (diagnose) the various causes contributing to failure. Only with this knowledge could a suitable treatment or corrective action be determined that could establish effective performance where failure had existed before. What Mitchell’s theory added to this is that it viewed the diagnostic process as one of making attributions, with all the potential for error inherent in perceptions of this type.

THEORETICAL STATEMENTS

Before actually moving to the presentation of the basic theory, Mitchell participated in several studies that dealt with attributional subject matter but in a manner somewhat tangential to the theory that finally evolved. These studies considered Rotter’s locus of control construct (Mitchell, Smyser, and Weed 1975) and attributional biases in ratings of leader behavior (Mitchell, Larson, and Green 1977). In his *Annual Review* article, Mitchell (1979, 251) concludes: “While the work on applying attribution theory to the organizational context is rather recent, what has been done seems promising.” Shortly thereafter he began the presentation of his own theory (with Green).

Attributional Processes in Leader–Member Interactions

In the first presentation of the theory (Green and Mitchell 1979), leaders are considered to be information processors where the naïve causal attributions serve as mediators between the behaviors of subordinates and the leaders’ behaviors. Following Kelley, these attributions may be categorized as grounded in a perception (1) of the employee (person) as cause, (2) of the task (entity) as cause, or (3) of the external circumstances surrounding the event (context) as cause. The cause of an event (behavior of subordinate) will in all likelihood be found in something that varies during and after the event occurs, rather than remaining stable—the principle of covariation. The information sought by the leader (and this too follows Kelley) is of three kinds:

*Distinctiveness*—did the behavior occur on this task but not others?
*Consistency*—how consistent is this behavior with the other behavior of the person?
*Consensus*—is the behavior unique to this particular person as opposed to being widespread among others?

These and other factors are brought together in the model of the attributional process set forth in Figure 11.1. This identical model appears in a later publication as well (Mitchell, Green, and Wood 1981). The organizational and/or personal policy loop refers to mechanisms that circumvent the attributional process so that if it occurs at all, it has no impact on leader behavior. A variety of hypotheses related to factors in Figure 11.1 are sprinkled through the Green and Mitchell (1979) essay and brought together toward the end. These represent the essential original contribution of the theory:

(I) Leaders can be seen as scientists engaging in a process of hypothesis testing by gathering information and seeking causal explanations about the behavior and performance of their group members.
A leader’s behavior is likely to depend more on consistency and distinctiveness information about a member’s performance than on consensus information.

(a) When consensus information is used, it is likely to be self-based consensus.

(III) Because a leader is more likely to explain member performance with internal causes than external causes, leader behavior is more likely to be directed at the member than at situational factors.

(a) Since a member is more likely to explain his or her own performance with external causes, this basic difference in causal explanations and the resultant leader behavior serves as a major source of leader–member conflict and miscommunication.

(IV) Locus of control and stability are two critical dimensions of causal attributions which mediate leaders’ responses to member performance.

(a) A leader is likely to focus his or her actions on the member when performance is seen as due to internal causes (e.g., suggest training when performance is seen as due to lack of knowledge).

(b) A leader is likely to focus his or her actions on situational factors when the member’s performance is seen as due to external causes (e.g., changing a job procedure if it is too difficult for most employees).

(c) A leader’s evaluations of a member’s present performance are heavily influenced by effort (internal, unstable) attributions.

(d) A leader will be both more rewarding and more punishing of present performance which is attributed to effort.

(e) A leader’s expectancies about a member’s future performance are heavily influenced by the stability of attributions; the more stable the cause is seen to be (e.g., ability) the more future performance of the member is expected to be consistent with present performance.
Attributional processes are directly related to how much uncertainty a leader experiences in attempting to manage subordinates. (a) Multiple causation tends to result in leader uncertainty. This uncertainty may intensify the testing of the member by the leader and result in less extreme actions by the leader. (b) Unstable causal explanations create uncertainty, with unstable, external attributions presenting the most uncertainty for the leader.

The relationship between leader and member is a critical moderator of the leader’s attributions and subsequent behavior. (a) The more a leader is empathetic with the member, sees the member as similar, respects and/or likes the member, the more likely the leader is to form “favorable” causal attributions for the member’s performance (e.g., attributing success to internal causes and failure to external causes). (b) The more removed the leader (e.g., the greater the power), the more likely the leader is to make “unfavorable” causal attributions about the member’s performance. (c) Favorable attributions will enhance rewarding behavior and reduce punishing behavior on the part of the leader. Unfavorable attributions will result in the opposite type of behavior on the part of the leader.

Leader expectations about member performance interact with actual performance to determine the leader’s attributions. (a) The leader will attribute member performance to internal causes (e.g., effort) when expectations and performance are consistent. (b) The leader will attribute member performance to external causes (e.g., luck) when expectations and performance are inconsistent. (VIII) The effects of the subordinate’s behavior and the degree of responsibility inferred by the leader will influence the action selected. (a) The more extreme the effect, the more extreme the response. (b) The greater the perceived responsibility of the member, the more likely the leader is to take action concerning the member and the more extreme the response. (Green and Mitchell 1979, 451–52)

The Attributional Model of Leader Response to Poor Performance

The next theoretical statement was the presentation of the model of Figure 11.2. In conjunction with this model, which is more theoretically focused than Figure 11.1, certain propositions are set forth:

- At link #1 high distinctiveness, low consistency, and high consensus should result in internal attributions.
- The more severe the consequences of the poor performance, the greater the probability that the leader will make internal attributions and respond with punishment.
- When an internal attribution is made, the leader should respond by attempting to change the subordinate’s behavior through feedback, punishment, or training; when the attribution is external, the response should be directed at changing the situation or task.
- Leaders in general will attribute poor performance in subordinates to internal rather than external causes (based on Mitchell and Wood 1980, 125).
In a subsequent publication the model of Figure 11.1 is presented, but the discussion suggests that Figure 11.2 was actually in mind (see Mitchell, Green, and Wood 1981). Here attention is focused on moderators of the attributional process:

[A] number of factors other than the classical attributional factors (e.g., Kelley or Weiner’s work) may moderate the informational processes. Some of these moderators such as individual characteristics seem likely to alter or distort the causal explanation the leader believes. Other moderators such as the effects of the subordinate’s behavior seem likely to alter the leader’s behavior so it does not follow directly from prior attributions. In either case, it is clear that factors outside of the classical information processing models have real implications for the extent to which attributions affect leader behavior toward the member. (Mitchell, Green, and Wood 1981, 209)

The moderators noted are:

At link #1—
Self-serving attributions by the leader (taking responsibility for positive outcomes, but not for negative).
Relationship of leader and member (whatever decreases psychological distance between the two, increases the leader’s tendency to make attributions similar to the subordinate’s self-attributions).
Personal characteristics (race and sex, among other personal factors, can serve to increase biases inherent in the attributional process).
Leader expectations (behavior consistent with leader expectations tends to elicit in-
nal attributions, while behavior that is inconsistent with expectations tends to elicit external attributions—i.e., difficult task).

At link #2—
Leader’s perceptions of responsibility (the more a subordinate is judged responsible for an outcome, the greater the likelihood that the leader will take action toward the subordinate and the greater the degree of that action).

The effects of behavior (the effects or impact of the behavior will be taken into account in determining the leader response).

Accounts (the subordinate’s explanation of the event can exert an influence on the leader response).

Ease of change (believing that the behavior of people is easier to change than the environment, a leader faced with uncertainty will opt for changing the subordinate).

(Mitchell, Green, and Wood 1981, 205–9)

Certain of these moderators were considered in the 1979 paper, but others are new. In addition, various boundary conditions for the attribution process are noted. These include restrictions on leader behaviors, replacing attributional processes with organizational policy, and the use of rigid personal policy decision rules. The eventual goal of the theorizing and research is not only to establish sources of error that influence practice, but to determine ways of reducing these errors as well; training may be a means to this latter end.

Variants of the model set forth in Figure 11.2 have been published since, although the basic structure remains the same (Mitchell 1982; Mitchell and O’Reilly 1983). The major changes appear to be an emphasis on the fact that biases may enter at both links #1 and #2 and on the fact that at these same points rational inputs occur as well (the terminology of situational and informational factors and expectations for future performance is replaced by rational inputs).

**Impression Management**

An article by Wood and Mitchell (1981) picks up on the matter of accounts noted previously and elaborates the theory more fully in this regard. This is an area that was not adequately considered in initial presentations of the model. The hypotheses read:

> [A]ccounts of external causes, when given by the subordinate, will lead a supervisor to discount internal causes as explanations for poor performance.

> [A]ccounts of external causes will reduce the likelihood of the manager directing a disciplinary action at the subordinate and the punitiveness of any disciplinary action chosen.

> [A]ccounts of prior external causes should lead the manager to have lower expectations of future failure by the subordinate and to be less likely to closely supervise the subordinate after the event.

Also, with regard to apologies, which are statements of remorse and thus are self-punitive in nature:

> Apologies by the subordinate should . . . reduce the likelihood of the manager directing a disciplinary action at the subordinate and, in particular, should reduce the punitiveness of disciplinary action. (Wood and Mitchell 1981, 359–60)
Group Poor Performance

The development work on the theory in the area of group poor performance was done by Karen Brown (1984) at the University of Washington, with Mitchell’s assistance and using funds from a research grant awarded to Mitchell. Thus, this extension legitimately may be considered a part of the Mitchell theory, especially since Mitchell and Brown subsequently published research on the subject together (Brown and Mitchell 1986).

The essence of the theory is contained in the propositions listed in the left column of Table 11.1. The propositions at the right involve individual performance failure, and are provided to facilitate contrasting the two concepts. It is apparent that dealing with poor performance at the group level introduces some new considerations.

Introducing Ingratiation into the Theory

Ingratiation represents an attempt by a person to increase his or her attractiveness in the eyes of others. It is a social influence process that comes to organizational behavior from social psychology, where it has previously been integrated with attribution processes (Jones and Wortman 1973). Liden and Mitchell (1988) attempt to extend this integration of ingratiation and attribution theories to create a more comprehensive theory of leader reactions to poor performance.
The article in which this theory is presented contains eighteen propositions dealing with ingratiation, a number of these with multiple variants. Most of these are rather general in nature, and only a limited set deal directly with the application of the ingratiation concept to attribution theory as applied to poor performance. Within this set some propositions deal with strategies to defend oneself against criticism and others with strategies to promote or assert oneself. The propositions that are clearly relevant for prior theory read as follows:

Ingratiation strategies used to defend oneself following poor performance will tend to be short-term, reactive, and designed to manipulate target attributions concerning the poor performance.

Assertive strategies used to promote oneself will tend to be long-term, proactive, and either designed to manipulate target attributions, or to simply be liked by the target.

Targets will be less likely to alter their attributions for the ingratiator’s poor performance when the ingratiator has a history of poor performance and/or if the outcome of the poor performance is serious.

The more frequent and serious a performance problem, the more likely a leader will have a policy for handling the problem; leaders who have chosen to bypass the attributional process by developing policies for handling performance problems will ignore apologies, accounts, and excuses. (Liden and Mitchell 1988, 577–78, 580)

From these propositions it becomes apparent that the extension of the theory into the realm of ingratiation builds upon the prior work in the area of impression management.

**Attributional Effects of Group Performance and Leader Power**

A recent extension to the basic theory builds upon the group level work by Brown (1984) and also on a program of research by Kipnis (1987) dealing with the consequences of leader power. The hypotheses involved are as follows:

1a. Individuals (members and leaders) in high-performing groups will make more internal attributions for performance than will individuals in low-performing groups.

1b. Individuals (members and leaders) in low-performing groups will make more external attributions for performance than will individuals in high-performing groups.

2a. High-power leaders will make more internal attributions for success than will low-power leaders.

2b. High-power leaders will make more external attributions for failure than will low-power leaders.

3a. Leaders who experience a gain in power will increase their level of internal attributions for success; leaders who experience a loss in power will decrease their level of internal attributions for success.

3b. Leaders who experience a gain in power will increase their level of external attributions for failure; leaders who experience a loss in power will decrease their level of external attributions for failure. (Ferrier, Smith, Rediker and Mitchell 1995, 318)

There are several other hypotheses dealing with power, but these do not relate to the basic attributional theory.
EVALUATION AND IMPACT

Statements of the theory consist essentially of a few models showing relationships among constructs and a long list of propositions and hypotheses spread over a period extending from 1979 to 1995. This does not represent a parsimonious theoretical formulation, but to date it is the best we have. Mitchell has not written a book containing a distillation of his theory, perhaps because he views the theory as still developing. However, we do have the advantage of a large number of research studies that Mitchell has conducted with a diverse array of coauthors, many of them students and colleagues at the University of Washington.

Early Mitchell Studies

Not all of the hypotheses of the theory have been subjected to research test by Mitchell, and some of the tests that have been conducted offer rather indirect evidence, primarily because nontheory variables and relationships were incorporated. Nevertheless, operationalizations of the major constructs are available, and a good deal of information has accumulated regarding the conduct of research into the attributional aspects of the analysis of ineffective performance—primarily via laboratory study.

Biases are clearly evident in that when performance is held constant, performance evaluations are influenced by whether attributions are made to effort or ability (Knowlton and Mitchell 1980). There is also a bias toward attributing causality for poor performance to internal factors generally, and this bias is accentuated when a history of poor performance exists and the outcome is serious (Mitchell and Wood 1980). Furthermore, attributions play a role in determining leader responses; internal attributions make for responses directed at the poor performer, not the context. Low, as compared to high, performing subordinates elicit more negative attributions, more negative attitudes, a preference for closer supervision, less feedback, and reduced financial compensation (Ilgen, Mitchell, and Fredrickson 1981). However, these consistently negative reactions were mitigated somewhat when the leader’s rewards were dependent upon the performance level of the subordinate. While leaders tend to focus on internal attributions, subordinates see their poor performance as externally caused, thus creating conditions for conflict (Mitchell, Green, and Wood 1981).

These early findings lend considerable support to the basic theory. There is a problem, however, in that the results stem from research that is consistently of a laboratory nature and uses reactions to cases and simulations. The subjects are mostly students, playing both leader and subordinate roles. We know little from this research about how attributions operate in the world of practice. Furthermore, Mitchell (1982, 71) interjects certain concerns of his own:

> Not only are attributions only one contributor to action . . . according to our findings attributions play a minor role. . . . there are many settings where actions may be simply determined by personal, social or organizational policies. Attributions would be completely bypassed. In many other settings it appears that contextual, task, social, and cost/benefit type factors are as important or more important than attributions. Therefore, in many settings attributions may be weakly related to action at best.

This suggests that attributional biases may be counteracted in many instances, or simply replaced by other biases.
Mitchell’s Expanded Research Agenda

Studies since the early ones on the basic theory cover considerable ground, including some looks back at the initial hypotheses. The Wood and Mitchell (1981) studies dealing with impression management are generally supportive of the theory. Subordinate accounts do operate as hypothesized to reduce leader negative reactions. However, expectations of future failure did not operate consistently as hypothesized, and apologies appeared to have a minimal effect. Research on the specific hypotheses dealing with ingratiation, beyond what is reported above, has not been reported.

Research conducted to determine how prior experience in the same job as the poor performer, and thus less psychological distance, influences attributions indicates that the result is a greater resort to external causes (Mitchell and Kalb 1982). Field data tend to support this laboratory finding. Evidence also indicates that subjects will react more positively to feedback when the feedback implies that an external cause for performance problems exists (Liden and Mitchell 1985).

Studies bearing on the group theory indicate that multiple poor performers, as opposed to a single one, do have an effect on the diagnosis of reasons for poor performance (Brown and Mitchell 1986), tending to shift attributions away from internal causes and toward external ones. In another study (Ferrier, Smith, Rediker, and Mitchell 1995), it was found that members from high-performing groups tend to resort to more internal attributions than do those from low-performing groups. External attributions follow the reverse pattern. This result is as hypothesized. However, attempts to test hypotheses regarding leader power did not provide consistent support and suggest a need for theoretical revisions. Gain and loss of power did not have the expected consequences, and the theory proved defective with regard to power use in other respects as well. Perhaps adding in the power variable served to overextend the basic theory.

Research dealing with a resort to company policy, as opposed to personal diagnosis, in handling instances of poor performance indicates that even when an appropriate policy is available, there is a 50–50 chance that the policy will not govern. Following policy has the benefit of saving time, and when managers feel judged and pressured they are more likely to opt for this approach. Concern with matters of fairness prompts individual diagnosis and thus the use of attributions. Staying with company policy tends to foster more severe actions (Liden, Mitchell, and Maslyn 1998). Faced with large numbers of subordinates and many instances of performance problems, it appears that the balance often shifts sharply toward a manager holding closely to policy.

Closely Related Research

What I have in mind here is research on either attributions or ineffective performances conducted by people who have at one time or another been closely allied to the theory. My intent is to merely note these contributions rather than treat them in detail when they do not provide evidence for the theory’s evaluation. In general, however, they do say something regarding the network that has evolved around Mitchell’s work, and thus its impact.

Green, after participating in the early theoretical efforts, has devoted himself to the study of ineffective performance largely independent of ties to attribution theory. There was an early, and only partially successful, effort to relate the causes of performance failure set forth by Miner (1963) and Steinmetz (1969) to the attribution framework (in Mitchell and O’Reilly 1983). And Green and Liden (1980) carried out a study looking into attributional and company policy factors in leader responses (control decisions):
As hypothesized when the subordinate was seen as causal, vis-à-vis situational factors, control responses were directed at the subordinate, were more punitive, and included more change to his/her job. Also, as expected, the supervisors complied with policy least when it disagreed with their causal beliefs or was severe. (Green and Liden 1980, 457)

More recently, however, Green has been concerned with poor performance extending over a period of time as it occurs in actual field situations rather than with the single episodes and laboratory conditions that have been the focus of Mitchell’s work. These efforts (Green, Fairhurst, and Snavely 1986; Gavin, Green, and Fairhurst 1995) raise questions about some of the practical implications of the basic theory, especially as related to the development of leader responses at link #2. However, they do not deal with the attributional formulations that represent the core of the theory.

Liden has cooperated with a number of others to study the disciplinary process applied to poor performance and the role of group decision making in this regard (Liden, Wayne, Judge, Sparrowe, Kraimer, and Franz 1999). Mitchell himself has joined forces with others at the University of Washington with a primary interest in the self-efficacy concept to study the relationships among attributions, self-efficacy, and performance (Silver, Mitchell, and Gist 1995). This work considers self-attributions rather than the attributions to others that characterize almost all of Mitchell’s prior theorizing and research; it finds sizable interrelationships.

Finally, mention should be made of a study conducted with Judith Heerwagen (Heerwagen, Beach, and Mitchell 1985) that attempted to utilize a film to sensitize people to internal and external causes of poor performances and thus remove biases. However, when the costs and benefits associated with different leader responses were introduced as a factor, these nonattributional aspects came to dominate the situation and the responses. Mitchell (1983, 55) concludes: “More research is clearly needed on how the social and situational factors influence appraisal and how errors or biases can be removed.”

Outside Research on the Basic Theory

Probably the most extensive research program on the theory, besides those involving Mitchell or those closely allied with him, has been carried out by Ashkanasy in Australia (see Ashkanasy and Gallois 1994; Ashkanasy 1995). This research has studied the role of distinctiveness, consistency, and consensus in relation to attributions for performance failure and success. The results indicate that poor performance does foster complex cognitive processes aimed at developing causal explanations. Furthermore, these processes tend to follow the pattern established by the Mitchell theory, although the findings from field research are more consistently supportive than those obtained in the laboratory. The use of varied designs and samples in this program yields considerable confidence in the conclusions.

Another field study indicates that at link #2 leader responses tend to be tied to the attributions made at link #1 (Judge and Martocchio 1995). When the attributions for poor performance are of an external nature, disciplinary responses tend to be less severe than when an internal attribution is made. This study also looked into the moderating role of an individual difference variable (fairness orientation), thus moving beyond what Mitchell and colleagues have considered in their theorizing. The findings indicate that a strong sense of fairness serves to make for the use of more severe punishment, although this factor accounts for only a modest effect on disciplinary decisions. Tjosvold (1985) also finds a tie between attributions and leader responses, in that superiors who make internal attributions to effort respond to poor performance with threats, assertions of
power, dislike, increased social distance, and dissatisfaction, while attributions to ability yield more encouragement and favorable conclusions. As hypothesized, the existence of an interdependent relationship between superior and subordinate, where the superior receives rewards based on the subordinate’s behavior, serves to produce more assistance and open-mindedness toward the subordinate. Pence, Pendleton, Dobbins, and Sgro (1982) provide evidence to support the idea that the specific causal attribution involved, not merely whether it is internal or external, determines leader responses. A lack of effort elicits the most coercive corrective action.

These findings confirm the basic theory with a good deal of consistency and this support comes from both laboratory and field studies. However, some disparity from theoretical expectations is introduced by a study conducted in a casino setting (Smither, Skov, and Adler 1986). As the data of Table 11.2 indicate, relationships at link #2 were much what would be expected, but the correlations are rather low. Furthermore, the expected tendency for supervisors to pick internal attributions and performers to favor external ones was not clearly evident. Effort and task difficulty showed differential tendencies in the expected directions, but the two sources (supervisors and performers) did not differ significantly. Supervisors attributed causation to the quality of supervision (an external factor) more frequently than the performers. Control subjects without task experience attributed causation to the external factors of task difficulty and working conditions more than the performers did. The authors conclude that the attributions made often depend on the specific context and accordingly may deviate from theoretical expectations; biases may or may not operate depending on context.

### Table 11.2

<table>
<thead>
<tr>
<th>Attributed cause of poor performance</th>
<th>Corrective response</th>
<th>Effort</th>
<th>Ability</th>
<th>Task difficulty</th>
<th>Working conditions</th>
<th>Quality of supervision</th>
</tr>
</thead>
<tbody>
<tr>
<td>Additional training</td>
<td>—</td>
<td>0.24</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>0.21</td>
</tr>
<tr>
<td>Transfer to less difficult task</td>
<td>—</td>
<td>0.31</td>
<td>0.16</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Disciplinary warning</td>
<td>0.31</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Modified work environment</td>
<td>—</td>
<td>—</td>
<td>0.19</td>
<td>0.30</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Encouragement and support from supervisor</td>
<td>—</td>
<td>—</td>
<td>0.19</td>
<td>0.30</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Hiring people with more ability</td>
<td>0.23</td>
<td>0.20</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

*Source: Adapted from Smither, Skov, and Adler (1986, 129, 134).*

Outside Research Related to Psychological Distance

A number of studies have been conducted dealing with some definition of psychological distance between leader and poor performer. Of particular interest has been the matter of the effects of gender and race differences when the leader is a white male and the performer a female, or black,
or both. One expectation here is that attributions to ability will be less likely for women and blacks. Among women overall, however, this does not appear to be the case, although it does appear to be true when analyses are restricted to the most highly successful performers—a post hoc analysis (Greenhaus and Parasuraman 1993). Blacks did show the expected pattern, and in addition their performance was attributed less to effort and more to the effects of help. Taken as a whole, the effects of psychological distance were much more in evidence for blacks than for women. This tendency for differences in subordinate gender to exhibit minimal effects has been found in other studies as well.

Another aspect of psychological distance considered is the liking the leader has for the poor performer. Less liking (more distance) should result in attributions to internal factors and more punitive responses. Both of these expectations were supported in a field study, but only the latter in a laboratory study (Dobbins and Russell 1986). Certain deficiencies in the realism of the laboratory research appear to account for the failure to identify effects of liking on attributions in the laboratory context. A variant on the study of liking here is to consider ingroup and outgroup status as defined by leader–member exchange theory (see Chapter 14). When this approach to the psychological distance factor is invoked, the following results are obtained:

Internal attributions were significantly higher for ingroup members than for outgroup members when performance was effective. Internal attributions were significantly higher for outgroup members than for ingroup members when performance was ineffective. Supervisors appear to be less consistent in assigning external attributions to ingroup and outgroup members than they are in making internal attributions. None of the mean differences in external attributions were significant. (Heneman, Greenberger, and Anonyuo 1989, 471)

Insofar as they go, these findings are consistent with theory, but the failure to find expected results for external attributions (luck and task difficulty) does give some pause.

Outside Research Related to Accounts

A body of research has developed that relates in one way or another to the accounts concept. Gioia and Sims (1986) studied performance-related conversations between managers and subordinates, finding that the subordinates tended to present self-serving arguments that apparently were heard. The face-to-face interactions resulted in considerable information seeking by the managers, and ultimately an attributional shift to greater leniency—less blame for failure and more credit for success.

Dugan (1989) reports a similar leniency shift, but only when the original attribution for poor performance was to lack of effort. Under such conditions more problem solving occurred, there was more attributional change, agreement was more common, and salary raises were more frequently granted. When lack of ability was at the core of attributions, leniency effects and attributional change were not in evidence. Thus the expected consequences of subordinate accounts were found only when effort was the attributional focus.

A more recent series of studies looked into the extent to which newness on the job might serve as an excuse for poor performance (Greenberg 1996). Using newness and lack of experience for impression management purposes did serve to evoke more positive evaluations as long as the observer was unaffected by the poor performance. However, if the observer bears some cost as a result of the poor performance, the use of newness for impression management purposes tends to backfire and actually reduces performance evaluations, as well as shifting attributions in an internal direction.
Thus it appears that accounts and related phenomena can well change attributions and raise evaluations through a leniency effect, but there are conditions under which these hypothesized consequences do not occur. The variable impact of accounts at link #2 would seem to be a factor in the relatively low correlations between attributions and leader response (see Table 11.2). Klaas and Wheeler (1990) also report substantial variations in the policies employed by managers in selecting corrective actions. All in all there appears to be somewhat more variability in the approaches taken to ineffective performance than attribution theory would anticipate.

Concerns Regarding Attributional Approaches

As we have seen, the attribution theory advanced by Mitchell and his colleagues has considerable research support, although there are certain departures from theoretical expectations. Biases of the kind hypothesized are inherent in perceptual processes and the major propositions of the theory have been confirmed to a large extent. These conclusions are now generally recognized. Yet certain concerns, and even disagreements, with the theory have been noted.

One such concern relates to the degree of convergence between leader and subordinate attributions. In general, it is assumed that the most likely occurrence in the face of subordinate poor performance is that the leader attribution will be internal, and somewhat biased in that regard, while the subordinate’s self-attribution will be external and self-serving. The resulting disagreement can mean undesirable conflict with negative consequences for all involved. However, another possible consequence is that the supervisor’s influence serves to bring about convergence, not conflict, with the internal attribution being adopted by both. This can happen because of the authority role the supervisor holds; it can mean reduced self-efficacy for the subordinate and worse, if the assessment is essentially inaccurate, which it may well be due to operative biases. Should inaccuracy be present in the now joint attribution, corrective actions are unlikely to work and the problem will escalate. This line of reasoning argues for accurate assessments, removal of biases, and actions fitted to real causes, whether attributions converge or not.

Another concern of a similar nature is that Mitchell’s presentation of attribution theory in the leader–member dyad places too much emphasis on leader attributions at the expense of a full elaboration of member attributions (e.g., see LePine and Van Dyne 2001). In this approach an expanded theory of attribution processes is proposed, replete with its own models and propositions. Unfortunately, although these ideas have merit, they have not elicited much research attention. In this respect they are similar to the theoretical extension proposed by Brown (1984) dealing with group poor performance. Neither attempt to expand the domain of the theory has yielded the research response that appears warranted.

These concerns call for theoretical modifications and extensions, but they do not attack the basic formulations of attribution theory. In contrast, Lord (1995) has expressed what amount to core disagreements with the theory as developed by Mitchell and colleagues. In this view the highly rational, perceiver-as-scientist view of the attribution process should be reconsidered. The more likely process is one that is automatic, implicit, and so rapid that reasoning has not yet had time to occur. This perceiver-as-primitive-processor view is very different from that proposed by Mitchell. Explicit, rational problem solving may well occur only after implicit information processing, with its high potential for error, has already occurred. These implicit types of attributions are based on primitive categorizations, are prelinguistic, and are affect laden. As we will see in Chapter 15, they have been found to operate widely in the leadership domain, although those who use them often are not aware of what is happening. For this reason training is unlikely to influence these implicit processes.
Cronshaw and Lord (1987) present evidence in support of this alternative view of what happens at the point of attribution. However, a study by Gooding and Kinicki (1995) using practicing managers indicates that implicit categorizations are most likely to be mobilized when events have positive outcomes. The more explicit, reasoned, problem-solving approach envisioned by Mitchell is characteristic in the case of events with negative outcomes, such as poor performance. Implicit theories were not found to operate in the latter instance. Thus, insofar as the Mitchell theory remains one of attributions under conditions of ineffective performance, the evidence available to date seems to support it and to reject Lord’s alternative interpretation. An expanded theory, however, which dealt in detail with effective performance, would have to give serious attention to implicit categorization processes.

Although the basic theory speaks to the matter of multiple causes in the sense that greater uncertainty is anticipated, most of the theory, and the research, assumes a single incident of poor performance and a single cause. Yet, as Green and his colleagues have shown, in actual practice poor performance is typically an ongoing affair. Furthermore, the causation of ineffective performance tends to be overdetermined with a number of different types of factors impinging at the same time. Evidence from clinical practice indicates that this number can range from one to eight with an average of four (Miner 1991). Rarely is it a matter of just effort, or ability, or task difficulty. The point is that attribution theory focuses on a small microcosm of the underlying reality, which is much more complex. This is cause for concern as well.

As Mitchell (1982) has indicated, attributions are only part of a much larger process. They are bypassed by personal and organizational policies, do not account for any substantial amount of variance in outcomes, and deal with only a limited aspect of the diagnosis and correction of ineffective performance. Yet because it serves to identify sources of bias and error, attribution theory remains important. Furthermore, from our knowledge of the nature of the process, it is apparent that training can intervene to change what happens at links #1 and #2. Quite possibly managerial role motivation training, as discussed in Chapter 17, serves to reduce bias in this manner. However, although motivation-increasing effects have been demonstrated for this training, bias-reducing effects have not been considered specifically. Mitchell’s group has looked into other types of training, but without definitive conclusions. The need for further research on how training may be used to rid the diagnosis and correction of ineffective performance of attributional biases is apparent. Without such research, extensive application of the theory is unwarranted and seems unlikely. In fact, applications derived from person perception theory in general tend to be rather cursory and lacking in clarity or detail (Antonakis 2002).

The failure to elicit strong guides for practice is particularly noteworthy in the area of performance appraisal, where one would anticipate considerable input from attribution theory. Yet there has been little attention to aspects of the formal performance evaluation process, including design considerations, on the part of the attribution theory literature (see Barnes-Farrell 2001).

CONCLUSIONS

Mitchell has not published on attribution theory topics in the last few years, and Green left the theory some time ago. The broader field of decision making, which is allied to Mitchell’s work on attribution theory and research, has occupied his efforts for some time; more recently he has turned this interest to the study of voluntary turnover decisions (Mitchell and Lee 2001) and to the matter of controlling turnover (Lee and Mitchell 2000). At the present time it remains unclear whether Mitchell will return to his work on attributions for poor performance, but he remains active in closely related areas. Should he choose to reenter the theoretical arena represented by
this chapter, I can only hope that he will devote at least a part of his energies to the void that currently exists with regard to applications.

Attribution theory achieves somewhat uneven evaluations insofar as the ratings are concerned. The importance rating is four stars, but the mean value is 4.18, below average for the theories considered in this book. Yet, estimated validity is at the 4-star level. Overall the theory is supported by research on it, and by the context within psychology from which it derives, but there are departures from theory in the research findings as well. In particular, tests of the hypotheses involving the power factor fail to provide adequate validation. As to established usefulness (rated at 2 stars), there have been attempts to provide appropriate training applications, but these have failed to yield the necessary research support. Furthermore, as indicated, areas such as performance appraisal, which might well benefit from input from attribution theory, simply have not received it. As a result, clinical psychology approaches to the management of poor performance, which operate without benefit of attribution theory contributions, remain the preferred alternatives in this area of application (see Strassberg, 2001).
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PART III

THEORIES OF LEADERSHIP
What initially came to be called the decision tree approach in leadership theory took its lead from an article published by Tannenbaum and Schmidt in 1958. That article examines how managers select or decide upon the behaviors they will use in different situations and with different subordinates. It also focuses on the degree to which these behaviors are boss-centered or subordinate-centered, that is, participative. These same concerns, the choice of leader behaviors and the degree of participativeness, also have characterized several theories that have followed.

The most comprehensive of these theories has been proposed by Victor Vroom and various colleagues. The original work was done while Vroom was on the faculty at Carnegie-Mellon University (Vroom and Yetton 1973); it was expanded upon following Vroom’s move to Yale.
Over much the same time period, starting in the late 1960s, another theoretical framework emerged with a quite similar orientation. This is Frank Heller’s influence–power continuum theory (Heller 1971), which is not considered in detail here because it fails to meet the criteria as an essential theory.

As with his concern with motivation and expectancy theory (see Chapter 7), Vroom’s interest in leadership, and particularly participative leadership, extends back to the period of his doctoral study at the University of Michigan (Vroom 1960). During this early period and subsequently in his formulation of a theory of leadership, Vroom was influenced strongly by the thinking of Norman Maier. This influence is manifest in the distinction between sharing decisions with individual subordinates and with the subordinate group as a whole, for instance, and in the differentiation between decision quality and decision acceptance (Maier 1970). Yet Maier’s formulations did not meld into a formal, cohesive theory of leadership of the kind Vroom and his coworkers have achieved.

BACKGROUND

In view of the fact that Vroom also gave us his version of expectancy theory, Chapter 7 contains information on his career. There have been two major statements of normative decision process theory, both written by Vroom with two different former doctoral students. The first version was written with Philip Yetton, who received his doctorate in 1972 from Carnegie-Mellon in industrial administration, having come to the United States from Great Britain. Yetton subsequently returned to England as a research fellow at the Manchester Business School. Most of his professional career, however, has been spent at the University of New South Wales in Australia on the faculty of the Graduate School of Management.

The second version of the theory was written with Arthur Jago, who received his Ph.D. in administrative science from Yale University in 1977. At about the same time that he received his doctorate, he moved to the University of Houston, where he has remained since. This version of the theory had a long gestation period, as the two authors began working on related matters while they were together at Yale; the final product, however, was published much later (Vroom and Jago 1988).

The present presentation of normative decision process theory is introduced with a consideration of the related article that served as a base for Vroom’s thinking and was a product of a long-standing group at the University of California at Los Angeles. This group was active in promoting sensitivity training in the 1950s and later. Robert Tannenbaum headed up the group for many years (see Culbert 2003). Warren Schmidt was director of Conferences and Community Services for the University Extension.

How to Choose a Leadership Pattern

Vroom and Yetton (1973, 18) comment as follows on the Tannenbaum and Schmidt (1958) article:

The most comprehensive treatment of situational factors as determinants of the effectiveness and efficiency of participation in decision making is found in the work of Tannenbaum and Schmidt (1958). They discuss a large number of variables, including attitudes of the manager, his subordinates, and the situation, which ought to enter into the manager’s decision about the degree to which he should share his power with his subordinates. But they
stop at this inventory of variables and do not show how these might be combined and translated into different forms of action.

Because the Vroom and Yetton theory and the extensions that have followed build upon these views and attempt to combine the variables and translate them into action, it is instructive to begin with the Tannenbaum and Schmidt formulations. In essence, these formulations deal with a range of leadership behaviors that a manager may draw upon:

1. The manager makes and announces the decision.
2. The manager sells his decision to subordinates.
3. The manager presents ideas and invites questions.
4. The manager presents a tentative decision subject to change.
5. The manager presents a problem, invites suggestions, and then decides.
6. The manager defines the limits of a decision the group makes.
7. The manager permits his subordinates to function within the same limits imposed on him.

The particular type of leadership behavior that a manager chooses to employ in a given situation depends on a variety of factors in the manager, the subordinates, and the situation itself:

1. Manager factors
   a) manager’s value system, including the value placed on decision sharing
   b) manager’s confidence and trust in subordinates
   c) manager’s basic inclination toward directive or team leadership
   d) manager’s security in the face of the uncertainty produced by delegation
2. Subordinate factors
   a) level of independence needs among subordinates
   b) readiness to assume responsibility of subordinates
   c) degree of tolerance for ambiguity possessed by subordinates
   d) extent to which subordinates are interested in problem and believe it to be important
   e) subordinates’ understanding of and identification with organizational goals
   f) knowledge and experience subordinates bring to problem
   g) extent to which subordinates expect to share in decision making
3. Situation factors
   a) type of organization (including, in particular, its values vis-à-vis participation) and size and geographical dispersion of units
   b) effectiveness of work group as a smoothly functioning team
   c) nature of problem relative to capabilities of manager and group
   d) degree to which time pressure exists, thus limiting subordinate involvement

Successful managers are defined as those who accurately and flexibly adjust their behavior to these various situational constraints on the choice of a leadership pattern.

Vroom (2000) continues to emphasize the important role these views have played in the development of normative decision process theory.
Evaluation and Impact of Tannenbaum and Schmidt (1958)

Data of the kind noted in the boxes at the beginning of each chapter are available for the Tannenbaum and Schmidt (1958) formulations. The importance rating is 3.02, while estimated validity and estimated usefulness both are at 2 stars. These are relatively low values. The problem is that neither of the authors did any research on their views, nor did anyone else until Vroom. Yet Vroom's research was on a different version of the theory, which was much more precisely stated. Thus, the Tannenbaum and Schmidt (1958) views are best considered as a now outdated precursor of the Vroom theory; they are too incomplete to permit adequate testing and are insufficient to provide guidance for practice either. However, this article did have considerable impact at the time it was published, and it did spark a major theoretical thrust that has spanned many years since.

THE INITIAL GROUP DECISION-SHARING THEORY

In its original version, normative decision-process theory differentiates between instances when, if decision sharing occurs, it will be with two or more subordinates and thus of a group nature, and instances when only a single subordinate would be involved (Vroom and Yetton 1973, 13). Under the group condition, the following leader behaviors are specified:

- The manager solves the problem or makes the decision himself, using information available at the time (A1).
- The manager obtains the necessary information from subordinates, then decides the solution to the problem himself (A2).
- The manager shares the problem with relevant subordinates individually, getting their ideas and suggestions without bringing them together as a group, and then makes the decision himself (C1).
- The manager shares the problem with subordinates as a group, obtaining their collective ideas and suggestions, and then makes the decision himself (C2).
- The manager shares the problem with subordinates as a group, serves in a role much like that of a chairman in attempting to reach a consensus on a solution, and is willing to accept any solution that has the support of the group (G2).

Decision Rules

A number of decision rules have been developed to guide the use of these leadership behaviors. The first three rules are intended to protect the quality of decisions and the last four, their acceptance.

The information rule: If the quality of the decision is important, and if the leader does not possess enough information or expertise to solve the problem by himself, A1 behavior is eliminated.

The goal congruence (or trust) rule: If the quality of the decision is important and if the subordinates do not share the organizational goals to be obtained in solving the problem (cannot be trusted to base their efforts to solve the problem on organizational goals), G2 behavior is eliminated.

The unstructured problem rule: When the quality of the decision is important, the leader lacks the necessary information or expertise, and the problem is unstructured, A1, A2, and C1 behaviors are eliminated.

The acceptance rule: If acceptance of the decision by subordinates is critical to effective imple-
mentation, and if it is not certain that an autocratic decision made by the leader would receive acceptance, A1 and A2 behaviors are eliminated.

The conflict rule: If acceptance of the decision is critical, an autocratic decision is not certain to be accepted, and subordinates are likely to be in conflict or disagreement, A1, A2, and C1 behaviors are eliminated.

The fairness rule: If the quality of decision is unimportant and if acceptance is critical and not certain to result from an autocratic decision, A1, A2, C1, and C2 behaviors are eliminated.

The acceptance priority rule: If acceptance is critical, not assured by an autocratic decision, and if subordinates can be trusted, A1, A2, C1, and C2 behaviors are eliminated.

These decision rules incorporate certain of the factors noted by Tannenbaum and Schmidt, although by no means all of them; included are the importance of decision quality, the manager’s level of information, the extent to which the problem is structured, the criticalness of subordinate acceptance, the probability of subordinate acceptance of an autocratic decision, the degree to which subordinates are motivated to attain organizational goals, and the amount of subordinate conflict.

**Decision Trees**

When the decision rules are applied, they yield a feasible set of acceptable behaviors for different types of problems. To arrive at the feasible set for a given type of problem, one answers a series of questions either yes or no. The process involved can be depicted as a decision tree. Several variants of this tree for the group situation may be found in the literature (Vroom 1973, 1974, 1975, 1976a; Vroom and Yetton 1973). The version given in Figure 12.1 is somewhat easier to follow than some of the others. It yields fourteen problem types and requires that answers be provided for seven questions:
Step 1: Is there a quality requirement such that one solution is likely to be more rational than another?

Step 2: Do I have sufficient information to make a high quality decision?

Step 3: Is the problem structured?

Step 4: Is acceptance of decision by subordinates critical to effective implementation?

Step 5: If I were to make the decision by myself, is it reasonably certain that it would be accepted by my subordinates?

Step 6: Do subordinates share the organizational goals to be attained in solving the problem?

Step 7: Is conflict among subordinates likely in preferred solutions?

The feasible sets of behaviors remaining after the decision rules are applied are noted in Table 12.1 for each of the problem types, indicated by the numbers to the right of Figure 12.1. The behaviors specified in the second column of Table 12.1 are those that should be used to minimize the number of man-hours devoted to the problem. As one moves to the right across the third column, time minimization is increasingly traded off against subordinate team development.

**THE INITIAL INDIVIDUAL DECISION-SHARING THEORY**

Like the group theory, the theory for dealing with individual subordinates specifies what kinds of manager behaviors are feasible in different problem situations; it, too, states what a manager should and should not do in a normative sense, but specifically when the problem would affect only one subordinate.

The A1, A2, and C1 behaviors considered in the group theory are equally applicable to the
individual situation. However, C2 and G2 are no longer appropriate, and two new behaviors become possible (Vroom and Jago 1974; Vroom and Yetton 1973, 13):

- The manager shares the problem with the subordinate, and together they analyze it and arrive at a mutually agreeable solution (G1).
- The manager delegates the problem to the subordinate, providing him with relevant information but giving him responsibility for solving the problem (D1).

**Decision Rules**

With the change in relevant behaviors, certain changes in decision rules also become necessary. The goal congruence rule now serves to eliminate D1 and G1 behaviors. The unstructured problem rule eliminates A1 and A2 behaviors. The conflict rule is no longer relevant. A new rule, the *subordinate information rule*, indicates that if the quality of the decision is important and the subordinate lacks the information to solve the problem, D1 behavior is eliminated.

**Decision Trees**

The individual situation has not been depicted in a separate decision tree. However, various combined group and individual versions are available. Figure 12.2 presents a decision tree of this kind. In this instance, Step 7 is not relevant for individual problems because it relates to conflict among subordinates and only one subordinate exists for the individual case. A new question is added at the end:

*Step 8: Do subordinates have sufficient information to make a high-quality decision?*

The feasible sets for the eighteen problem types noted in Figure 12.2 for individual problems only are:

<table>
<thead>
<tr>
<th></th>
<th>A1</th>
<th>D1</th>
<th>A2</th>
<th>C1</th>
<th>G1</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1</td>
<td>D1</td>
<td>G1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A1</td>
<td>D1</td>
<td>A2</td>
<td>C1</td>
<td>G1</td>
<td></td>
</tr>
<tr>
<td>A1</td>
<td>A2</td>
<td>C1</td>
<td>G1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>A1</td>
<td>A2</td>
<td>C1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>G1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A2</td>
<td></td>
<td>C1</td>
<td>G1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>D1</td>
<td>A2</td>
<td>C1</td>
<td>G1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>A2</td>
<td></td>
<td>C1</td>
<td>G1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>C1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>D1</td>
<td>C1</td>
<td>G1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C1</td>
<td>G1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>D1</td>
<td></td>
<td>G1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>G1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Note:* The behaviors specified by A1, D1, A2, C1, and G1 provide for increasing amounts of individual behavior.
In the above listing the minimum man-hour solution is given first and the most participative behavior is given last. Although Figure 12.2 may be used with group problems, it is more cumbersome than Figure 12.1 for that purpose.

THE LATER DECISION-SHARING THEORY

The revision of the theory was available in some form in the mid-1980s, although it was not published until 1988. This new version is considerably more complex than the original, and it is claimed to be more valid as well.

Reasons for Revision

In Vroom and Jago (1988), a number of shortcomings of the original theory are stated that served to guide the revision. The identification of these shortcomings is said to derive from prior research and from the experience of the authors in teaching the theory in management development programs. However, it appears that the latter has had more impact than the former. The shortcomings are as follows:

1. The original theory is not sufficiently specific on how to handle different situations, given that the feasible set can contain as many as five decision processes.
2. Also, there is no differentiation among behaviors outside the feasible set, even though the rules violated can vary in importance and number, and thus behaviors outside the set are not ineffective to the same degree.
3. The yes and no answers of a decision tree do not capture the shades of gray and degrees of uncertainty that exist in reality.
4. Although the decision trees ask managers if they possess the information needed for a good quality decision, they do not ask the same question as regards subordinate information (in the group theory).
5. The original theory had difficulty dealing with situations in which time to reach a decision is short.
6. The original theory could not handle circumstances where subordinates are geographically dispersed, making meetings impractical at best.
7. In its original version the theory fails to grasp the multiple complexities of organizational life; it is too primitive, too much an oversimplification.

Nature of the Revisions

The two models are the same in the decision processes specified (all seven of them) and in the criteria against which the effects of participation are evaluated (quality, commitment, time, and development). These latter, however, are combined in two equations:

\[ D_{\text{Eff}} = D_{\text{Qual}} + D_{\text{Comm}} - D_{\text{TP}} \]

where \( D_{\text{Eff}} = \text{decision effectiveness} \)

\[ D_{\text{Qual}} = \text{decision quality} \]

\[ D_{\text{Comm}} = \text{decision commitment} \]

\[ D_{\text{TP}} = \text{decision time penalty} \]

and

\[ O_{\text{Eff}} = D_{\text{Eff}} - \text{Cost + Development} \]

where \( O_{\text{Eff}} = \text{overall effectiveness} \)

\[ \text{Cost = the time and energy used up in decision making} \]

\[ \text{Development = the value added to human capital by a decision-making process} \]

The prior decision rules are replaced by twelve problem attributes. Each of these is now stated initially as a question to be answered on a scale extending over five points. The first eight of these attributes are essentially the same as noted previously, but the yes–no dichotomy has been replaced by the five-point scale. However, the conflict question now has both group and individual versions:

- Is conflict among subordinates over preferred solutions likely (group)?
- Is conflict between you and your subordinate over a preferred solution likely (individual)?

The time and development factors are now handled as problem attributes as well:

- Does a critically severe time constraint limit your ability to involve subordinates?
- How important is it to you to minimize the time it takes to make the decision?
- How important is it to you to maximize the opportunities for subordinate development?

The remaining question is entirely new: Are the costs involved in bringing together geographically dispersed subordinates prohibitive?
Mathematical Functions

The function of the decision rules is also taken up by a number of equations. The two basic equations have already been stated. There are additional equations to provide input to the basic two; these provide values for \( D_{\text{Qual}}, D_{\text{Comm}}, D_{\text{TP}}, \text{Cost}, \) and \( \text{Development} \). The equations for group decisions and individual decisions are different. The formulas for \( D_{\text{Comm}} \) for group and individual decisions are:

\[
\text{Group: } D_{\text{Comm}} = CR - CR/2 \left[ (f_1)(CP) - (f_3 + f_4 + 1)(CO)(CP)/2 \right]
\]

\[
\text{Individual: } D_{\text{Comm}} = CR - CR \left[ (f_1)(CP) \right]
\]

where \( CR = \) the value for the rescaled problem attribute—commitment requirement;
\( CP = \) the value for the rescaled problem attribute—commitment probability; and
\( CO = \) the value for the rescaled problem attribute—conflict.

The rescaling of the problem attribute scores designated by the manager on the five point scales is carried out using a table provided. The function values \( (f_3, f_4, f_1) \) vary with the decision process and are also derivable from a table; these latter have their origins in multiple regression analysis.

The equations (all of them) are applied five times in any given situation, once for each possible decision process. The theory’s normative recommendation is the decision process, out of the five for either group or individual decision sharing, that yields the highest score for \( O_{\text{Eff}} \). \( O_{\text{Eff}} \) is said to be a prediction of the overall effectiveness of a decision process, including its consequences on decision costs and subordinate development.

For a group problem these scores might be as follows:

<table>
<thead>
<tr>
<th>Decision process</th>
<th>A1</th>
<th>A2</th>
<th>C1</th>
<th>C2</th>
<th>G2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall effectiveness</td>
<td>1.19</td>
<td>2.82</td>
<td>3.36</td>
<td>5.75</td>
<td>5.50</td>
</tr>
</tbody>
</table>

C2 has the highest score and is recommended. (You share the problem with your subordinates in a group meeting. In this meeting you obtain their ideas and suggestions. Then you make the decision, which may or may not reflect your subordinates’ influence.)

For an individual problem the scores might be as follows:

<table>
<thead>
<tr>
<th>Decision process</th>
<th>A1</th>
<th>A2</th>
<th>C1</th>
<th>G1</th>
<th>D1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall effectiveness</td>
<td>2.00</td>
<td>1.83</td>
<td>1.73</td>
<td>1.58</td>
<td>1.97</td>
</tr>
</tbody>
</table>

A1 has the highest score and is recommended. (You solve the problem or make the decision yourself using the information available to you at the present time.)

The process involved here involving rescaling, determining functions, and calculating numerous values using multiple equations is a complex one. It benefits substantially from computer support (Vroom 2000). Decision trees have been developed that remove much of the complexity, but still draw upon the new theory. However, their simplicity eliminates much of the discriminating power from the theory as well.

EVALUATION AND IMPACT

Vroom and Jago (1995, 179) indicate their rejection of participative leadership, when applied across the board, as follows:
Participation cannot be studied without explicit attention to the context in which it is displayed. Leadership measures that try to capture a leader’s style by asking a few questions about typical or average behavior are simply of little value. Certainly, there are those of us who are predisposed to be more autocratic or participative than another. However, the circumstances a person faces often dictate behavior other than that to which he or she is predisposed. And those situational forces have the larger effect when pitted against the person’s inclinations or desires.

These are the assumptions that guide normative decision process theory. We now turn to the evidence on how valid they are and to the related issue of the validity of the theory overall.

**Early Descriptive Research**

Much of the early research conducted by Vroom and his colleagues utilized managers participating in management development programs (Vroom and Yetton 1973). These managers typically report how they would deal with a particular problem or how they have dealt with it in the past. The data are thus of a self-report nature; how a manager actually behaves in different problem situations is not known with certainty.

In one variant of the descriptive research procedure, managers were asked to select a problem from their experience that affected at least two subordinates. Data were then obtained about which of the leader behaviors specified by the theory was utilized and about the various aspects of the problem situation that go into the decision tree. The results from a comprehensive study of all theoretical variables and from an earlier, less complete study conducted as the theory was being developed are given in Table 12.2.

The findings provide rather strong support for the view that the perceived locus of information is related to the degree of participation in the decision; to a lesser degree, decision sharing appears to be a function of the extent to which subordinates can be trusted. The other findings tend to be equivocal except for some evidence indicating that when it appears probable that an autocratic decision will be accepted, participation is less likely. Subordinate conflict does not appear to be a relevant consideration.

A second research procedure early on utilized a set of standardized problem situations, and the managers were asked to place themselves in these situations. The various aspects of problem situations considered by the theory and built into the decision trees were incorporated deliberately in the problems, and the managers indicated for each problem which of the leader behaviors they would choose.

One important finding was that differences in the nature of the problem situations accounted for nearly three times as much variation in responses as differences between individuals. There was a tendency for managers to choose a more or less participative style with some consistency, but the tendency to vary one’s style depending on the situation was much more pronounced. In all probability this situational effect was inflated in the research over what would be found in any one actual managerial situation, because the case problems covered an atypically large range of situations. Nevertheless, the theoretical expectation that situational factors do matter is supported. The problem or situation faced is a much better predictor of managerial behavior than the manager’s basic style. People do vary their behavior to match the demands of the problems they face, and they do so over a wide range.

The research using standardized problems also indicates that the various situational attributes of the theory are related to level of participation in the expected manner across eight different managerial samples. Among the variables of the theory, only the quality requirement failed to
yield a significant relationship sufficiently often to bring the theoretical hypothesis into question. These latter results are in general agreement with other data obtained using a somewhat improved set of standardized problems as a measure (Jago 1978). In this study the quality requirement also failed to show the predicted relationship on occasion, as did subordinate conflict.

Direct comparisons between what managers indicate as their behavior and what the theory recommends may be made using both the recalled and standardized data. When this is done, the managers portray themselves as somewhat more participative and less variable in their behavior than the theory would prescribe. There is a strong tendency to avoid A1 behavior when it would be theoretically appropriate, and to a somewhat lesser extent G2 behavior; C1 behavior is clearly overstressed and so also is C2. In these comparisons, the most time-conserving behavior alternative is taken as the ideal.

When the single most theoretically appropriate behavior is used in the comparison, agreement occurs in something over one-third of the cases; when the whole feasible set is used, this proportion is doubled. Violation of the various decision rules is much more likely to occur with regard to acceptance than quality. The fairness rule, the acceptance priority rule, and the conflict rule are often violated; the goal congruence rule and the information rule practically never are. Thus, it appears managers are much more likely to risk implementation of a decision by subordinates than the basic quality of the decision itself.

While the initial studies dealt entirely with group situations (Vroom and Yetton 1973), another study used standardized problems of both a group and an individual nature (Vroom and Jago 1974). The results from this study indicate that the individual situation elicits less participative behavior than the group. Once again situational differences were found to account for about three times as much variation on group problems as individual differences, but on individual problems this ratio jumped to 5 to 1, a much greater situational impact.

Table 12.2

<table>
<thead>
<tr>
<th>Aspects of the problem situation</th>
<th>Comprehensive study</th>
<th>Partial study</th>
</tr>
</thead>
<tbody>
<tr>
<td>Importance of a quality decision</td>
<td>(0.12)</td>
<td>–0.02</td>
</tr>
<tr>
<td>Amount of leader information</td>
<td>(–0.36)</td>
<td>(–0.34)</td>
</tr>
<tr>
<td>Amount of subordinate information</td>
<td>(0.43)</td>
<td>not measured</td>
</tr>
<tr>
<td>Degree to which the problem is structured</td>
<td>(–0.15)</td>
<td>not measured</td>
</tr>
<tr>
<td>Importance of subordinate acceptance</td>
<td>(0.24)</td>
<td>0.02</td>
</tr>
<tr>
<td>Probability of an autocratic decision being accepted</td>
<td>(–0.23)</td>
<td>not measured</td>
</tr>
<tr>
<td>Extent to which subordinates can be trusted to accept organizational goals</td>
<td>(0.21)</td>
<td>(0.18)</td>
</tr>
<tr>
<td>Amount of subordinate conflict</td>
<td>0.08</td>
<td>–0.01</td>
</tr>
</tbody>
</table>

Source: Adapted from Vroom and Yetton (1973, 81–82).

Note: ( ) = Statistically significant.
In general, the findings with regard to the effects of the various problem aspects are consistent with the theory for both group and individual problems. There are, however, certain departures from theoretical expectations in the case of the importance of a quality decision on individual problems (a low quality requirement yields more participation) and subordinate conflict on group problems (more conflict yields more participation).

Agreement with the feasible set occurred 68 percent of the time on group problems, thus replicating prior findings. It rose to 83 percent for individual problems, wherein decision rule violation occurs predominantly with regard to the acceptance priority rule; it is quite rare for the rules designed to protect decision quality. On group problems the fairness and acceptance priority rules are again frequently violated, and the leader information rule is not. The most pronounced finding, however, is the much greater agreement with the theoretical model obtained with the individual problems.

A very likely problem with the methodology used in the descriptive research is that the reports of managers as to what they would do in the case situations might have little relationship to what they actually do in such situations. To investigate this hypothesis, responses to the cases were obtained from a group of managers and also from their subordinates (Jago and Vroom 1975).

When the subordinates were asked to indicate how their superiors would respond in each situation, substantial agreement was found among subordinates of the same superior. However, the expected agreement between subordinates and superiors was not obtained. Further analysis suggested that several sources of bias existed in the subordinate descriptions, in particular a tendency to attribute behaviors to the superior that the subordinates also attributed to themselves. There was consistent underestimation of the variability of superior behavior and overestimation of the degree of autocratic behavior on the part of superiors, in comparison with the superior’s own self-descriptions. A similar “autocratic shift” also has been noted by Vroom and Yetton (1973) and by Jago and Vroom (1977). On the evidence this shift appears to be a function of perceptual error rather than behavioral fact.

The results of this study indicate that obtaining attributed descriptions of superiors from subordinates is a highly questionable method of determining the validity of the standardized case procedure. It may be that the problem is inherent in the use of situations not typically observed as such by the superiors or the subordinates. This line of research has neither proved nor disproved the value of the methodology used in the descriptive studies. Standardized observation of ongoing manager behavior appears to be needed.

The same problems with the use of subordinate data noted above have continued to be found (e.g., see Field and House 1990). Data of this kind do not mirror what is obtained from the managers themselves, nor do they provide the same high level of support for the theory.

Normative Tests

The real need in validating the theory (or theories) is not for descriptive findings, although these can prove useful in an inferential sense, but for normative findings that tie the theoretical variables to indexes of managerial success and failure. A preliminary effort of this kind is reported by Vroom and Yetton (1973, 183). In this instance managers were asked to describe a situation using the recalled problems design and then to rate both the quality and the acceptance of the decision. The expectation was that decisions outside the feasible set for the problem would be rated less effective.

The results indicated a tendency for decisions within feasible sets to be viewed as more effective. However, their superiority over decisions outside the feasible set was minimal and not statistically significant. A problem in interpreting these data is that the number of decision rule violations was minimal, and the rated effectiveness level was consistently high. Thus, there was sufficient
restriction of range on the criteria to make the lack of significant findings difficult to interpret. The study does not yield clear evidence one way or another. Subsequent research has attempted to overcome these difficulties.

Vroom and Jago (1988) report on six studies in which successful and unsuccessful decisions were identified and then the leader’s behavior established under each of these conditions. Table 12.3 summarizes the results of these studies. In the first three studies all of the information came from the manager subjects, thus permitting common method bias. This was not true of the next two, which were laboratory studies. The downside here, however, is that the situations were of no real consequence to the subjects. The final study was like the first three, but used small groups of managers to actually classify a decision (thus intervening in the common method sequence). Overall these results are strongly supportive of the theory.

A study by Margerison and Glube (1979) used franchisees to classify standardized problems, and related the results to franchise performance and employee satisfaction. Those whose decisions more closely approximated the theory were more likely to have ventures that did well on both criteria. Similar findings were obtained in another study of retail sales people and their managers (Paul and Ebadi, 1989). Managers who conformed closely to theoretical prescriptions had more productive sales personnel and these people were more satisfied with their supervision and their work (but not with their pay or coworkers).

### Validity of Component Rules

A number of the studies noted previously provide information not only on the validity of the seven group decision rules in the aggregate, but individually as well. The results would seem to provide convincing support for all rules except the conflict rule (Vroom and Jago 1988). This rule exhibited difficulties in the descriptive studies as well.
The problems identified in this area have served to stimulate more intensive research on the issue. One study (Ettling and Jago 1988) seems to indicate that no problems exist with the conflict rule, that managers should resort to group participation when conflict among subordinates exists. The authors argue that previous failures to support the rule resulted from a lack of sufficient instances to adequately test the rule.

An additional study (Crouch and Yetton 1987) finds that although the rule holds for managers with conflict management skills sufficient to deal with the conflict within the group, it does not hold for managers who lack conflict management skills. Such managers resort to participation at their own peril and may find themselves in the middle of a heated and escalating controversy. These authors argue that the Ettling and Jago (1988) study turned out as it did because the problems considered required very low levels of conflict management skills and did not challenge the managers in that regard. Crouch and Yetton’s (1987) findings would seem to say that managers who are lacking in conflict management skills should undergo training in this regard before utilizing the conflict rule. However, this assumes that the training would achieve its goal, a not altogether certain eventuality. In any event, this line of research places increased emphasis on individual differences as moderators for the theory. There may be room for more moderators of this type as the theory continues to develop. Past mentoring experience, for instance, has been found to influence the decision-making processes of the theory when protégés are involved (Horgan and Simeon 1990).

**Construct Validity Issues**

One approach to validation asks whether the constructs of a theory behave in ways that might be expected in their relationships with other variables. Vroom and Jago (1988, 1995) report data on this issue. Here, responses to standardized problems are collapsed across situations to yield an individual difference measure of disposition toward autocratic versus participative decisions.

The data indicate that more autocratic predispositions characterize the military, and that participative tendencies are more likely in academic settings and in government. Differences across industries in the private sector are minimal, but individual firms do vary in their characteristic approaches. Also, higher-level managers are more participative than those at lower levels, perhaps because they are in a position to be. Sales/marketing and finance/accounting managers tend to be more autocratic, especially as compared with human resource managers, who are the most participative.

Cultural variations do exist. Within Europe managers in Germany, Austria, and Switzerland are the more participative, while those from Poland and Czechoslovakia are the more autocratic. France is in-between, along with the United States. Managers from less developed countries tend to be on the autocratic side.

Managers in their twenties are the most autocratic, with participativeness increasing up to a maximum during the forties, where it levels off. Women are considerably more predisposed to participation, and this appears to be true of both managers and business students (Jago and Vroom 1982). Thus the predisposition seems to antedate managerial experience. Yet other findings indicate that no gender differences exist, either in the desire for participation or in asking for such involvement (Kahnweiler and Thompson 2000). This disparity in results is not easily explained.

Correlational analyses indicate that participativeness as determined from the normative decision process theory measures is positively related to other indexes of an employee-centered orientation; it is negatively correlated with authoritarianism.

These findings overall provide good evidence for construct validity. Not all of the findings
noted are equally supportive, but in general the data can be said to offer no serious threats to construct validity, and several instances of clear substantiation.

**Research on the Revised Theory**

Several years before the 1988 publication of the later version of normative decision process theory, a laboratory study was conducted to provide a partial comparison of the new theory with the original (Jago, Ettling, and Vroom, 1985). The results are as follows, expressed in terms of the validity coefficients obtained:

<table>
<thead>
<tr>
<th></th>
<th>Initial theory</th>
<th>Later theory</th>
</tr>
</thead>
<tbody>
<tr>
<td>Decision quality criterion</td>
<td>0.24</td>
<td>0.38</td>
</tr>
<tr>
<td>Decision commitment criterion</td>
<td>0.53</td>
<td>0.84</td>
</tr>
<tr>
<td>Decision effectiveness</td>
<td>0.29</td>
<td>0.75</td>
</tr>
</tbody>
</table>

All of these validity coefficients are significant, but the major finding is the substantial improvement achieved with the new theory. Also, irrespective of the theory used, commitment is predicted much better than decision quality. One real possibility is that the resort to participation has its major impact in facilitating acceptance of the decision. Quality may be changed less because the decision actually resulting is not very participative; the expert power of the managers often prevails in spite of efforts to do otherwise. Thus, the theory deals more with perceived participation than actual; accordingly, the main effect is on commitment.

Another study obtained solid evidence that the addition of the new decision attributes did bring about changes in the decision process; subjects did consider them (Field, Read, and Louviere 1990), and they did so in a way that agreed with the theory. In this study the conflict rule once again presented difficulty. Also, we have no data on the situation of manager–subordinate conflict posited in the individual model. Clearly, the theoretical statements regarding conflict require more study.

Yet this and other research needs involving the new theory are not being satisfied at present. In part, of course, research answers provided previously for the initial theory—and there has been an abundance of these—are equally applicable to the later theory. But a research void seems to have set in now, to the disadvantage of a full evaluation of the new theory (which on the limited evidence available appears to represent a major advance) and to the detriment of the theory’s overall testing and development. There is a definite problem when one compares the amount of research done on the two theoretical versions issued fifteen years apart. Not only are the theories’ authors conducting little research now, but others are equally remiss in this regard.

As far as Vroom and Jago are concerned, the lack of research appears to be attributable to several factors—a marked escalation in long-simmering conflicts at Yale, which affected Vroom, and conflicts of a legal nature with the firm that has marketed a training program based on the theory for many years, which has affected both Vroom and Jago (Vroom 1993). A more widespread concern, however, may be the impact of converting the theory into equations and burying it in a computer. From the viewpoint of scientific precision, this appears highly laudable, but from the viewpoint of user-friendliness for researchers, it may be far less attractive. In this connection a new program now has been created that is described as being “simple and very easy to use” (Vroom 1999). Whether this will overcome the previously stated problem remains to be determined. Certain limited changes in the A1 taxonomy have been introduced as well.
Does Participative Management Work?

At this point we need to determine how effective across the board participative management is, although this is not what Vroom advocates, and whether participation is more effective with certain kinds of people than others, something that Vroom has not considered in any depth. Normative decision process theory is a theory of participation limited to specific situations, but it competes with formulations that take a more general approach to participation and with other views that consider participation to be effective only for certain people (the individual difference approach).

In Chapter 10, research on different approaches to goal setting, including participation, was discussed. The evidence indicates that when other considerations are held constant, differences attributable to participative procedures are negligible; they have no special motivational value in goal setting. However, we need to look beyond goal setting to the wide array of organizational issues that might be subject to a participative approach.

There has been a substantial amount of research on this topic going back to the early research by Kurt Lewin (see Chapter 3). These early investigations proved to be less than definitive, but they did provide the spark needed to initiate research of a more theoretically focused nature. The consequence at present is that meta-analyses, qualitative reviews, and even reviews of the reviews abound.

Correlations between participation and both performance and job satisfaction tend to be significant but low. The most comprehensive data are those utilized by Wagner (1994), who reports that the average value for performance is in the 0.15 to 0.25 range and for job satisfaction, in the 0.08 to 0.16 range. Subsequently, based on a consideration of all factors involved, these figures were revised downward somewhat to a value of 0.11 for both performance and satisfaction (Locke, Alavi, and Wagner 1997). Yet these analyses do not include all forms of participation, including in many instances the use of delegation (Heller, Pusic, Strauss, and Wilpert 1998). A number of studies are plagued by common methods variance, whereby measures of both the extent of participation and outcomes are obtained from the same source, thus potentially inflating the correlations. One meta-analysis yields a correlation of 0.14 for all studies, using performance as a criterion (Sagie 1994). In contrast to these figures of 0.20 or below, and by way of providing a benchmark for comparison, a meta-analysis of studies investigating the impact of financial incentives on the quantity of performance produced a value of 0.32 (Jenkins, Gupta, Mitra, and Shaw 1998). Clearly, if one wants to improve performance levels, incentive compensation appears to have more potential than participative management. Yet combining the two could well do even better.

There seems to be little question that across the board the research on participative management has produced the kinds of results noted. However, there has been some controversy over how participative management should be defined for research purposes. Liden and Arad (1996, 217) make the point that “one explanation for the lack of strong effects uncovered by literature reviews and meta-analyses is that the forms of participation studied did not include cases in which employees had full control over decision making.” Yet the fact that participation occurs within the confines of hierarchic, bureaucratic organizations places limits on what is possible. Probably the research merely samples the types of participation that can be carried out in such organizations. Higher levels of participation might well produce stronger relationships, but they would also result in almost complete abdication of managerial authority, thus making hierarchic systems incapable of functioning.

The results obtained from participative management research in general do not yield support for across-the-board prescriptions, or for the extent to which empowerment has become a key ingredient of the current business scene; the relationships to performance and satisfaction are not
sufficiently strong. However, the data do support a view that under appropriate circumstances participative management can work quite well, and under other circumstances it can have profoundly negative effects (Sagie 1994). Research on normative decision process theory certainly confirms that situational factors can make a big difference. There is even evidence that both positive and negative effects of participation can occur in the same study. This occurred in a laboratory investigation with electronic groups, where participation was associated positively with performance level and negatively with satisfaction level; these results appear to be a function of the electronic interaction situation (Kahai, Sosik, and Avolio 2004).

The issue of whether participative management functions more successfully with certain kinds of people as opposed to others has also been the subject of research. Vroom contends, based on his data, that situational factors account for much more variance than do individual difference factors, but this does not mean there is no room for such considerations as personality characteristics and values to operate. In fact, a search of recent research in this area indicates that individual differences do contribute to outcomes from participation.

By no means does this research permit a full mapping of how personality variables function in this regard. What we do have is bits and pieces of such a map. Thus, efficacy (both self and group) and individualism-collectivism were found to operate as moderators of the participation–performance relationship in one investigation (Lam, Chen, and Schaubroeck 2002). Similarly, in a study also noted in Chapter 10, low power distance was found to enhance the effects of participation in a goal-setting context (Sue-Chan and Ong 2002). Findings such as these raise the possibility that normative decision process theory might well be expanded to incorporate individual difference variables.

Reviewer Reactions

At least relative to many theories, this one is free of ambiguities and stated with considerable precision. Much of it has been tested by both the authors and others with positive results. The 1988 book was written with three audiences in mind—managers, professional colleagues, and practitioners in the field of executive education and organizational development. This is a difficult balancing act to accomplish, perhaps an impossible one. In this instance it has been only partially successful, with insufficient detail on the research for organizational behavior professionals and in addition a degree of overselling that on occasion amounts to exaggeration. Yet the book is an important one, if only it were longer and more detailed and somewhat more objective.

But what do others have to say about the theory? Two sources already considered come out in support of normative decision process theory (Wagner 1994; Locke, Alavi, and Wagner 1997). They are favorably disposed to the way in which moderator variables are used, as opposed to a pursuit of the main effects of participation, and they find the research evidence convincing.

Yukl (2002) considers this to be one of the best-supported theories of leadership, but he also notes that it deals with only a small part of leadership, assumes that managers have the needed skills to put the theory into action, fails to consider decisions that extend over long periods of time while invoking multiple processes, and lacks the parsimony needed in a good theory. Much of this is a matter of domain definition. Vroom and colleagues are not trying to deal with many of the matters Yukl mentions, and the theory makes that clear. Theorists are justified in defining their domain as they see fit, but in doing so they risk the possibility that their theory will be considered trivial (because its domain is too small). Yukl does say the theory covers a small part of leadership, but neither he, nor anyone else to my knowledge, has accused it of being trivial.

A possibly more telling criticism involves the parsimony issue. Without question, normative decision process theory is complex, and it became more complex with the 1988 version. Yet concluding
that a theory lacks parsimony requires that making it simpler does not sacrifice understanding, prediction, and control. It is parsimony with all else being equal that is the criterion. Several more parsimonious approaches to the theory’s domain have been proposed. However, when put to the test, these alternatives both were found to achieve parsimony only at the expense of predictive power (Jago and Vroom 1980). Until a less complex formulation can be developed that achieves the same effectiveness as the Vroom/Jago theory, we will have to accept the complexity that currently exists.

A review by Chemers (1997) is more critical of the research evidence than the other reviews we have been considering, and it does not accept that the ability of managers to change behaviors at will has been proved. As to the former, the charge is that the validity of the theory rests on studies that utilize relatively weak methodologies. This criticism was entirely justified when all that was available was the descriptive research, but as more studies have accumulated using a diverse array of methodologies, that situation has changed. It is hard to accept Chemers’s (1997) negative views given the nature of the evidence. The reader should know also that Chemers is strongly identified with an alternative theoretical position to be discussed in the next chapter. This does not mean that his arguments should be discounted, but they should be carefully evaluated relative to the evidence. On this score, and considering the research discussed in the previous pages, I have to disagree with Chemers’s evaluation of the evidence.

A final review by Aditya, House, and Kerr (2000, 137) is also rather critical. The position here is that research on normative decision process theory vastly overestimates support for the theory. These authors have proposed alternative theories also (see Chapters 16 and 18). But we need to consider their observations:

1. The theory assumes that the decision maker’s goals are always congruent with the goal of the organization.
2. Because training is required in order to use the theory reliably, the population that may use it prescriptively is limited.
3. The theory ignores the discussion and conference skills required of the manager to actually solve problems on a group decision.
4. The theory is excessively complex.
5. Because the theory allows 1.5 million combinations of possible relevant attributes, it appears to be virtually untestable.

Several of these criticisms deal with domain issues, taking normative decision process theory into areas that it was not designed to consider. Other criticisms deal with parsimony and complexity. Here we should note that no theory needs to be tested in the totality of its aspects. Because of the interconnectedness of most theories, there is added value in each test. If a number of tests are conducted across the full range of the theory, and they turn out to be supportive, then one can be increasingly convinced of the validity of the whole theory, even though many specific propositions have never been tested. Given the research that has been conducted to date, it seems realistic to conclude that normative decision process theory is rapidly approaching a point where it can be considered valid in most of its aspects.

Applications

There are two related types of applications that have received attention in the literature. One is merely the use of the theory to guide managerial decisions in the hope of improving both their quality and acceptance. The second involves training in the use of the theory.
The 1988 theory was devised to be used in the former manner to guide on-the-job decisions. Although a method for that theory’s use in training has been devised (Vroom and Jago 1988), little information on that method is available. What research has been done on training, and almost all of the descriptions of use in both training and on-the-job decision making, involve the earlier version (Vroom and Yetton 1973).

The essential argument for applying the theory in actual managerial decision making is that in doing so, a manager will achieve more effective decisions and thus better leadership. With regard to this point, the authors conclude the following:

Using the data collected in this investigation, we can estimate that agreement with the model in all cases would have increased the number of successful decisions from 52 percent to 68 percent in our sample and increased the overall effectiveness of decisions from 4.45 to 5.19 (on a 7-point scale). The latter effect is due more to the usefulness of the model in enhancing decision acceptance (where the expected increase would be from 4.62 to 5.41) as opposed to decision quality (from 4.56 to 4.97). It is of course difficult to translate these estimates into economic terms. . . . Although the use of the model is no guarantee of an effective decision and evidence obtained has already suggested avenues for its improvement, its use even in the present form can be expected to reduce many of the errors to be found in current managerial practice. (Vroom and Jago 1978, 162)

To use the theory, a manager would answer the questions at steps 1 through 7 or steps 1 through 8 in a yes or no manner with reference to a particular problem faced. The selection of the particular decision tree to use would depend on whether a single subordinate or more than one was affected. Ultimately, this process yields a single problem type number. Using this number, a feasible set of decisions for the particular problem can be identified; these are the decisions that do not violate one or more decision rules. If minimizing the man-hours spent on the problem (and thus the time to decision implementation) is important, one selects the first alternative in the feasible set. To the extent participation is desired and time constraints are less important, one moves to the right in the feasible set.

The training program based on the initial theory has been described widely (Vroom 1973, 1974, 1975, 1976b; Vroom and Yetton 1973; see also Smith 1979; Vroom and Jago 1988). As provided by the consulting firm with which the theory’s authors contracted it was called “TELOS,” and more recently Managing Involvement; it lasts from two to four days.

Although the procedures used have varied somewhat over time, the following description provides an example of how the training may be conducted. It starts with a general familiarization with basic components of the theory and practice in using this information to describe oneself and others. Films are used in this phase. The participants then describe their own leadership behavior using one or another set of standardized cases. Next comes a certain amount of practice in simulated contexts in the use of different leadership behaviors, particularly G2, which is likely to be unfamiliar. Standard human-relations exercises are used to demonstrate the effects of participation on decision quality and acceptance. The normative model is then presented (including decision trees and feasible sets) and practice in using it is provided through application to another set of standardized cases.

Probably the key aspect of the training is the feedback of information on each manager’s leadership style via computer printout, utilizing data from responses to the standardized cases. A manual is provided to help in interpreting these data. The computer feedback provides answers to the following questions:
1. How autocratic or participative am I in my dealings with subordinates in comparison with other participants in the program?
2. What decision processes do I use more or less frequently than the average?
3. How close does my behavior come to that of the model? How frequently does my behavior agree with the feasible set? What evidence is there that my leadership style reflects the pressure of time as opposed to a concern with the development of my subordinates? How do I compare in these respects with other participants in the class?
4. What rules do I violate most frequently and least frequently? How does this compare with other participants? On what cases did I violate these rules? Does my leadership style reflect more concern with getting decisions that are high in quality or with getting decisions that are accepted?
5. What circumstances cause me to behave in an autocratic fashion; what circumstances cause me to behave participatively? In what respects is the way in which I attempt to vary my behavior with the demands of the situation similar to that of the model? (Vroom 1973, 79–80)

The results from the printout typically cause considerable soul searching and re-analysis of the cases. Small group discussions often are used to facilitate this process. Presumably this is the point at which change occurs, if it does occur, since the manager is inevitably under some pressure to shift behavior toward that of others and toward the normative model.

Evaluations of this training continue to present a problem, especially in view of the skepticism in the field regarding the effectiveness of such efforts (see Doh, 2003). Vroom and Jago (1988) address this problem and present some evidence, but it is not adequate to the need. Numerous testimonials, and post-training evaluations from participants, indicate generally favorable reactions. Also, there is good evidence that the training moves managers in a participative direction, and that this change is maintained over time. Violations of decision rules decrease across the training.

However, we do not know whether the training actually makes participants better managers. What is needed is a design that compares trained and untrained managers on pre-test/post-test measures of managerial performance. That kind of study has not been conducted and it should be.

The theory has been criticized on the grounds that it stops at the level of the decision and does not proceed to skill development and application. Accordingly, a manager might learn how to make the right decision regarding leadership behavior without being able to execute that decision effectively, whether the intended behavior was autocratic or participative. Certainly this is an important problem in application, although not an insurmountable one, as Maier (1970) has shown. Skill training, in both autocratic and participative modes, should be introduced along with cognitive training.

A more difficult problem relates to whether under the stress of day-to-day activities managers actually can and will carry out the very complex rational, conscious processes the theory requires (see Schriesheim 2003). Doing so with hypothetical cases, stripped of personal emotional impact in an educational context far removed from the job is one thing; doing it in reality is another. Clearly there is a great deal of research that needs to be done, especially with regard to the management development applications.

Aditya, House, and Kerr (2000) add to this certain practitioner reactions. They note that the training is widely used in corporate leadership development centers. It is appealing because it legitimates both autocratic and democratic managerial behavior, thus reinforcing the values of a wide range of organizational cultures. For this and other reasons the training seems to resonate
well in the corporate world, as companies are increasingly resorting to team operations and empowerment values.

Yet the following cautions from a practitioner point of view should be noted:

1. While the model permits and legitimates democratic leadership, it is always the leader who decides which style to use in each situation.
2. The model has no memory. It considers each decision in terms of its situational characteristics, but does not factor in what the leader did last time or the time before. Thus [the model] tends to recommend rather drastic swings from autocratic to democratic leadership. However, most managers have learned that if their behavior does vary so drastically, they will be perceived as acting inconsistently and unpredictably. (Aditya, House, and Kerr 2000, 151–52)

Such concerns only serve to point up further the need for training evaluation studies that measure actual behavior on the job using control groups as appropriate (see Chapter 2).

CONCLUSIONS

It is instructive to compare Heller’s (1971) theory of decision sharing, mentioned at the beginning of this chapter, with decision process theory. Although Heller’s theoretical statements lack the precision achieved by Vroom, they have served to guide an extensive program of research. The Heller theory utilizes a decision-sharing continuum very similar to Vroom’s, but the contingency variables are only partially overlapping. Furthermore, the theory is primarily, although not entirely, descriptive rather than normative.

Both sets of research provide strong support for the view that participation is not a stable leadership style that characterizes certain managers but rather that it is a variable behavior that managers may or may not use depending on the situation. There are many other similarities between the two sets of results as well. Both seem to support the idea of a prevailing organizational character or culture with regard to participation, for instance.

The matter of conflict among subordinates, how it relates to participativeness and its importance as a contingency variable, raises concerns for both theories. Clearly skill in handling conflict is needed and it may well be absent. This is an area that requires further study and perhaps theoretical elaboration as well.

Time pressures emerge as of differing significance for the two theories. Heller’s research found no evidence that time pressure is related to the use of participation. Vroom makes this of central concern. The difference may be attributable to the measures used, but this is an area that needs study, especially since time pressure and a desire to foster subordinate development would appear to introduce conflicting demands.

Heller finds that judgments of the degree of participation attributed to a person may in fact be influenced by the status power of the position held by that person; this offers an approach to the problems the Vroom theory has had with conflicting ratings from managers themselves and their subordinates. Again this is an area that requires new research.

Finally, there is the question of decision quality. This is rapidly becoming a key, if not the key, rationale for engaging in participative behavior. Yet acceptance of the decision is achieved at a much higher level than decision quality, given the same input of participativeness. Both the Vroom and the Heller research raises questions about the extent to which major improvements in quality can be expected from decision sharing. This, too, is a subject that needs further study.
The frequent similarities between findings related to Vroom’s normative decision process theory and the research on Heller’s influence power continuum theory gives considerable credence to the Vroom formulations. Thus, the evaluations for decision process theory reported at the beginning of this chapter are consistently favorable. The importance rating is 4.44, certainly not at the level of the expectancy or goal-setting theories, but still quite respectable. There are issues that await further research, but these usually are not as central to theory as those that have been successfully addressed. Thus, a rating of 5 stars on validity seems warranted. As to estimated usefulness, the complexity of the theory and the lack of research on outcomes from the training in the long term raises concerns, and they result in the award of only 4 stars. Yet this is a theory that can and has contributed to practice, especially if one has ongoing access to the necessary computer software.

In Chapter 13 we take up what has come to be designated as the contingency theory of leadership, even though this is in fact a misnomer, since currently normative decision process theory, and several other theories as well, are just as aptly given this name.
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In this chapter the discussion focuses on a theoretical approach that once again follows the contingency path that has prevailed in leadership for many years. Fred Fiedler’s initial views were called contingency theory, reflecting the fact that his was the only such approach around at the time, and thus had the contingency field all to itself. Although direct concern with participation and power sharing in the beginning was minimal, such matters were ultimately considered as the theorizing progressed.

Contingency theory has had a long history, extending back to 1951, and has evolved slowly. Fiedler has been extremely responsive to research results, both those generated by him and those of others. As a consequence, it is very difficult to separate research and theory as we have done in discussing other theories; there is a constant interplay back and forth. The theory is almost entirely inductive in nature, and in fact some have questioned whether it should be labeled a theory.
at all. At least in the early period, contingency theory was a set of continually changing empirical
generalizations.

Another distinguishing characteristic is that contingency theory has evolved around a mea-
surement process. In fact, there was a measure before there was a theory. As a result, the usual
procedures of theory construction have been reversed. Instead of proposing a set of theoretical
constructs and then devising measures to match, Fiedler started with the measurement process
and then sought to develop theoretical constructs to go with the measures and the research results
obtained with them.

BACKGROUND

Fred Fiedler was born in Vienna in 1922 and moved to the United States shortly after Hitler
invaded Austria in 1938. He ended up at the University of Chicago, from which he received both
his undergraduate degree and his Ph.D. in clinical psychology, replete with a personal psycho-
analysis (Fiedler 1992a). In 1951 he moved to the University of Illinois, where he eventually
became a member of the psychology faculty. In this early period he spent a great deal of time
working on funded research projects, an exposure that served him well later in obtaining his own
research funding.

A major area of interest for many years was interpersonal perception, a subject he pursued first
in terms of therapeutic relationships and later in leadership. By the middle 1950s, Fiedler’s pub-
lications had shifted largely from clinical psychology to leadership and leader–follower relations.
After his move from Illinois to the University of Washington in 1969, he began to work more
closely with the business school, where he held an adjunct appointment, but his primary base has
remained in psychology. He has worked extensively with graduate students and other faculty
members throughout his career, thus generating a very large amount of research (see Hooijberg
and Choi 1999). Consistent with his international origins, he has remained interested in cross-
cultural research and has held a number of visiting appointments at foreign universities. He re-
tired from the University of Washington in 1992, although he has continued to publish since then
(e.g, see Fiedler 2002).

EVOLUTION OF CONTINGENCY THEORY

There have been two major stages in the development of contingency theory. The first, extending
from the early 1950s to the early 1960s, was essentially exploratory. A sizable body of research
data was collected, and various hypotheses were tried out in an attempt to explain the findings.
During this period it is totally impossible to separate research from theory. The second stage
began with the statement of contingency theory in a form much the same as that currently exist-
ing. This stage has continued to the present with the testing of these early propositions and of
others that have emerged since.

The Exploratory Stage

Fiedler’s original research interests involved the relationship between psychotherapist and
patient, and the ways in which similarities and differences in ascribed self-concepts were
related to effectiveness in such relationships (Fiedler 1951). Self-concepts were measured
originally using the Q-technique methodology, in which descriptive statements are sorted
into categories in terms of the degree of approximation to perceived reality. This rather cum-
bersome approach was modified later as Fiedler’s interests shifted to leader–member relationships in small task groups, but the concern with assumed similarities and differences among people remained.

Through a series of gradual transformations, the measurement process moved from the Q-technique to an approach of a semantic differential type (Fiedler 1958). In this latter procedure the subject is asked to “think of the person with whom you can work best” and later to “think of the person with whom you can work least well.” In both cases a description of that person is then obtained by having the subject place a mark on a six-point graphic scale between two polar adjectives such as careless–careful, gloomy–cheerful, efficient–inefficient, and the like. The differences between the numerical descriptions applied to the most and least preferred coworkers are then used to compute an Assumed Similarity Between Opposites Score (ASo) by summing over all the adjective pairs.

When the difference score is large, it means that the least and most preferred coworkers are seen as quite disparate, and thus assumed similarity is minimal; when it is small, the two are perceived as much the same. Essentially what is involved is that when ASo is low, the person strongly rejects the least preferred coworker; job performance makes considerable difference in how people are judged.

The true meaning of the construct or constructs thus measured has presented difficulties from the beginning:

One of the main problems in the research program has been in finding an adequate interpretation of Assumed Similarity scores, especially Aso. While we have no difficulty in designating the operations which define these scores, we have encountered considerable problems in attempting to anchor their meaning within a more general framework of psychological theory. (Fiedler 1958, 17)

The early resolution of this problem was as follows:

The Assumed Similarity Between Opposites Score measures an attitude toward others which may best be described as emotional or psychological distance. A person with high ASo tends to be concerned about his interpersonal relations, and he feels the need for the approval and support of his associates. In contrast, the low ASo person is relatively independent of others, less concerned with their feelings, and willing to reject a person with whom he cannot accomplish an assigned task. (Fiedler 1958, 22)

The studies conducted during the 1950s utilized a variety of different approaches to the measurement of ASo, and thus it cannot be assumed that the findings are entirely comparable. The measures were related to indexes of group effectiveness using basketball teams, surveying parties, bomber crews, tank crews, open hearth steel shops, farm supply cooperatives, and others (Fiedler 1958; Godfrey, Fiedler, and Hall 1959). The results indicated that ASo tends to relate to group performance only when moderated by some additional factor. These additional factors varied from study to study and were usually identified afterward. In some cases they were aspects of the task; in other cases they were aspects of the group’s informal structure and sociometric choices or of the relationship between a leader and a key subordinate.

Also, although generally the tendency was for the more psychologically distant, low ASo leader to be associated with success, there were occasions when this was reversed. Thus, in the
open hearth steel shops ASo was negatively correlated with effectiveness under certain task conditions (Cleven and Fiedler 1956), and in the farm supply cooperatives the ASo of the general manager was negatively related to success under certain sociometric conditions (Godfrey, Fiedler, and Hall 1959). However, in this latter study the ASo of the informal leader of the board of directors was positively related to organizational success, again when appropriate sociometric moderators operated.

After reading the reports of this early research, one comes away with a feeling that there is something there, but with no clear conception of what that “something” is. The lack of comparability across studies, the variations in moderators, many of them identified after an extensive empirical search of possible alternatives, and the uncertainty as to whether ASo might not be subject to considerable influence by environmental circumstances including management development, all contribute to a sense of uneasiness. There is a clear need for a theoretical structure to guide research, rather than continuing to permit the research to generate a procession of short-lived theories.

The Move to Formal Theory

In recognition of the need for a more stable theoretical structure, Fiedler articulated the major outlines of a contingency theory of leadership in the mid-1960s, drawing heavily on the research of the earlier, exploratory period. Fiedler’s theory thus developed was first published in 1964, and its practical applications were elaborated in his 1965 work. The most comprehensive statement of this period appears in a subsequent book (Fiedler 1967).

One change that occurred at this point is that ASo was dropped as a central theoretical variable and one component of ASo, the least preferred coworker (LPC) rating, was substituted; descriptions of the most preferred coworker were no longer employed. The semantic differential approach to measurement had been utilized exclusively, but the actual adjective pairs incorporated tended to vary from study to study. The graphic scale now was extended from six to eight points, and LPC was obtained by summing the values marked for each adjective pair in describing “the person with whom you can work least well.” LPC and ASo are reported to correlate in the 0.80 to 0.90 range (Fiedler 1967).

The struggle with the meaning of the central constructs appears not to have been affected by the shift from ASo to LPC.

[It has been extremely difficult to develop an adequate and readily supportable interpretation of ASo and LPC scores. These scores do not measure attributes which correlate with the usual personality and ability tests or with attitude scales. Nor is there a one-to-one relationship between these scales and behaviors.

[W]e visualize the high-LPC individual (who perceives his least-preferred coworker in a relatively favorable manner) as a person who derives his major satisfaction from successful interpersonal relationships, while the low-LPC person (who describes his LPC in very unfavorable terms) derives his major satisfaction from task performance. (Fiedler 1967, 45)

Classification of Interacting Task Groups

Fiedler’s theory is initially presented as applying within the domain of groups that have a task to perform or a goal to achieve and in which this task accomplishment requires interaction among members, not a series of entirely independent efforts. Within this domain groups may be classi-
fied with reference to three major factors—the leader’s position power, the structure of the task, and the interpersonal relationship between leader and members.

Position power is a function of such considerations as legitimate authority and the degree to which positive and negative sanctions are available to the leader. It appears to assume the existence of an organization surrounding the group and a hierarchic means of conveying the power. The existence of position power makes the leader’s job easier.

Task structure refers to the extent to which rules, regulations, job descriptions, policies—role prescriptions—are clearly and unambiguously specified. It is easier to lead in highly structured situations because structured tasks are enforceable. Task structure is presumed to exist when decisions are subject to clear-cut verifiability in terms of correctness, goals are clearly stated and understood, multiple paths to attaining the goals are not present, and only one correct answer or solution exists. Like position power, task structure is derived from the organization.

The relationship between the leader and group members is much more an internal matter. It is reflected in the degree to which the leader is accepted and members are loyal to that person, and in the affective reactions of members to the leader. When leader–member relations are good, the leadership job is much easier. Good leader–member relations are reflected in a highly positive group atmosphere.

Using this set of classification factors, Fiedler developed a taxonomy for interacting task groups. The taxonomy does not deal with all possible alternatives. In keeping with the tendency to empirical generalization, it applies to groups of the kind that have been actually studied. The results are presented in Table 13.1.

The theoretical assumption is that these groups require different approaches to the leadership process to be effective. Subsequent analyses indicate that the degree of favorableness of the situation for the leader declines steadily from category 1 down. Actually, category 8-A was first labeled 5–A (Fiedler 1964). However, it was later changed to 8-A to reflect its relative position on the favorableness scale (Fiedler 1967).

### Types of Groups, Leadership, and Effectiveness

Leader–member relations are the most important consideration in classifying groups, task structure is next, and position power is least important. Empirically based predictions regarding LPC–group effectiveness relationships are generated for each group using the degree of favorableness of the group situation for the leader as a moderator or contingency variable as follows:

<table>
<thead>
<tr>
<th>Group category</th>
<th>Leader–member relations</th>
<th>Task structure</th>
<th>Position power</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Good</td>
<td>High</td>
<td>Strong</td>
</tr>
<tr>
<td>2</td>
<td>Good</td>
<td>High</td>
<td>Weak</td>
</tr>
<tr>
<td>3</td>
<td>Good</td>
<td>Low</td>
<td>Strong</td>
</tr>
<tr>
<td>4</td>
<td>Good</td>
<td>Low</td>
<td>Weak</td>
</tr>
<tr>
<td>5</td>
<td>Moderately poor</td>
<td>High</td>
<td>Strong</td>
</tr>
<tr>
<td>6</td>
<td>Moderately poor</td>
<td>High</td>
<td>Weak</td>
</tr>
<tr>
<td>7</td>
<td>Moderately poor</td>
<td>Low</td>
<td>Strong</td>
</tr>
<tr>
<td>8</td>
<td>Moderately poor</td>
<td>Low</td>
<td>Weak</td>
</tr>
<tr>
<td>8-A</td>
<td>Very poor</td>
<td>High</td>
<td>Strong</td>
</tr>
</tbody>
</table>
In presenting this contingency model, Fiedler (1967) repeatedly refers to research data rather than to theoretical logic. Qualifications and uncertainties are numerous, again because findings from research raise questions regarding the influence of additional variables. There is no point at which Fiedler states exactly what his theory is, why it makes sense on logical grounds, and what its delimiting boundary statements are. In concluding his book, he cites the need for:

1. A better method of measuring the favorableness of the leadership situation.
2. A method of weighting leader–member relations, task structure, and position power.
3. Knowledge of what really causes good or poor leader–member relations.
4. Information on the role of leader and member intelligence and ability.
5. Relating leader consideration, initiating structure, supportiveness, and so forth, to performance under varying degrees of situational favorableness.
6. Data on how task characteristics other than structure may operate.
7. Research on co-acting groups in which the members work independently.
8. Research on counteracting groups in which the members bargain with one another.
9. An understanding of individuals whose LPC scores fall in the middle range.
10. Specification of the influences of managers above the first level, line-staff status, and differing leadership styles among interacting managers.
11. Studies of the effects of training in diagnosing the favorableness of a leadership situation and in modifying it.

In none of these instances is a specific hypothesis stated, although hypotheses have been developed in some of the areas since. There is little attempt to posit a logically coherent theoretical system independent of the appeal to empirical data. The ambiguities surrounding the meaning of LPC make it almost impossible to do so.

Changes in the Basic Model

After the early statements of the theory in the mid-1960s there were a number of further developments, almost invariably as a result of subsequent research results. This continuing proliferation of both research findings and theoretical changes and extensions makes it difficult to determine which came first, and thus what is ad hoc theorizing and what is a test of theory. The following discussion will focus on what at one time or another have been statements of theory; in later discussions an effort is made to identify true tests of these theoretical statements.
In subsequent presentations of the model, group category 8-A has typically been eliminated, and leader–member relations in categories 5 through 8 often have been referred to as poor rather than as moderately poor (Mitchell, Biglan, Oncken, and Fiedler 1970). However, there are subsequent statements that the situation can be even less favorable for the leader than octant 8 indicates. There is some ambiguity on this whole matter of extreme unfavorableness.

In addition, there is some inconsistency as to which octants are predicted and which are not. Negative LPC–performance relations are anticipated for octants 1, 2, and 8, and positive relationships for octants 4 and 5. The other octants are variously ignored or even specifically not predicted, or they are predicted. When predictions are made, octant 3 is expected to yield a negative correlation and octants 6 and 7 positive correlations (Fiedler 1971; Fiedler and Chemers 1974).

The original domain of the theory was that of interacting task groups. This subsequently has been extended to co-acting task groups but not to co-acting training groups that are said not to follow the contingency model (Fiedler 1971; Fiedler and Chemers 1974). The training groups referred to are those created to assist individuals to achieve their own goals, and in such groups a tentative suggestion is advanced that high LPC leaders consistently are more effective.

The situational favorableness dimension has been renamed situation control and influence in order to eliminate misunderstandings (Fiedler 1978b). Also, a specific formula for weighting the three aspects of this dimension has been proposed. This formula calls for multiplying the leader–member relations score by four, the task structure score by two, and then adding these values to the position power score (Fiedler 1978a, 1978b). Yet, it has been apparent for some time that situational control (or favorableness) is not simply a matter of the three basic factors:

It must be pointed out, of course, that the three major subscales of leader–member relations, task structure, and position power by no means represent the only factors which determine the leader’s situational control and influence. Other studies have pointed to situational stress as affecting the leader’s control; cross-cultural studies have shown that linguistic and cultural heterogeneity also play a major role in determining leader control. And leader experience and training also increase control. In unusual cases this formula may thus require appropriate modification, and specific rules governing these modifications still need to be developed. (Fiedler 1978b, 66)

Thus, in one study, the following hypothesis was tested:

As environmental stress increases, the relationship-oriented leader will become relatively more effective in promoting member adjustment than task-oriented leaders. Hence, under conditions of high stress, high LPC leaders should have better adjusted groups than low LPC leaders, while under conditions of low stress, low LPC leaders should have better adjusted groups than high LPC leaders. (Fiedler, O’Brien, and Ilgen, 1969)

As noted, the role of these additional factors is not stated specifically.

Furthermore, there is ambiguity regarding the theoretical status of the middle LPC group, then estimated to be some 15 to 20 percent of the population. These individuals are considered to be different from either the high or low LPC groups and are labeled socioindependent without a clear picture of their actual characteristics (Fiedler 1978b). As in other areas where the theory lacks clarity, the problem is that no inherent theoretical logic exists, and therefore hypotheses await empirical findings. Each step of theory development must depend upon the inductive theory generating processes of empiricism, or it does not occur.
The Changing Meaning of LPC

In the early writings LPC (or ASo) was variously described as measuring psychological distance (Fiedler 1958), controlling versus permissive attitudes in the leadership role (Fiedler 1964), and task versus relationship orientations (Fiedler 1967). Later these categories were described as oversimplifications, although not necessarily totally incorrect, and two additional construct definitions were proposed.

Of these two, Fiedler most consistently has supported what he calls the motivational hierarchy view (Fiedler 1972a, 1973, 1978b; Fiedler and Chemers 1974). Essentially, this view states that leaders will manifest their primary motives under conditions over which they have little control and influence, but that when control and influence are assured (favorableness is high), primary motives are easily satisfied and it is possible to move down the hierarchy and seek to satisfy motives of secondary importance. Thus, high LPC leaders seek relatedness under unfavorable circumstances and seek to satisfy more task-related motives as conditions become more favorable. Low LPC leaders will manifest their primary task orientation in unfavorable situations but can be expected to shift to a more considerate, interpersonal relations–oriented pattern of behavior as their control and influence increase. In this view it is only under conditions of stress that the basic personality, or primary motive structure, reveals itself.

Sometimes, however, Fiedler is hesitant about the motivation hierarchy view:

> These findings favor a motivational hierarchy interpretation, although other interpretations, consistent with these findings, are also tenable. Whatever the precise and final interpretation of the LPC score might turn out to be, there is very little question that it measures a personality attribute which has very important consequences for organizational behavior. (Fiedler, 1978b, 103)

Consistent with this hesitancy is the fact that another formulation remains viable and is in fact frequently mentioned in favorable terms by Fiedler. This second view is considered to be “quite compatible with the interpretation of LPC as an index of motivational hierarchy” (Fiedler and Chemers 1974, 77). It is stated in the greatest detail in Foa, Mitchell, and Fiedler (1971).

This second formulation is a cognitive interpretation. The LPC scale contains a variety of adjective pairs. Some are task oriented, some are interpersonal in nature, and some are mixed, although the majority are interpersonal. The cognitively complex individuals who differentiate among these types of adjectives are very likely to have high LPC scores because they describe their least preferred coworker positively on interpersonal adjectives and negatively on task adjectives. The low LPC, nondifferentiating people will describe their least preferred coworker negatively not only with regard to task performance but in interpersonal terms as well—as inefficient, cold, rejecting, and the like. Thus, the degree of differentiation among types of adjective pairs is the key to interpreting LPC.

A moderately favorable leadership situation is characterized by considerable differentiation among the various aspects—some are positive and some are negative insofar as leader control and influence are concerned. Thus, a high LPC leader who is cognitively complex would provide a good match for the moderately favorable situation and do well. Very favorable or very unfavorable situations are much less differentiated in terms of the three major classification variables, and the low cognitive complexity of the low LPC leader should be a positive value. In fact, greater differentiation might well introduce problems. The key to success is a matching of differentiation levels in the leader and the task situation.
Extensions to Leadership Dynamics

The first extensions of contingency theory into the domain of leadership dynamics involved changes introduced by training and increasing experience. Fiedler (1972b) starts with the assumption that both leadership training and experience in the leadership role have not been shown to improve performance. He then uses an argument of the kind outlined in Figure 13.1 for training to show why this might be expected (Fiedler, Bons, and Hastings 1975).

The primary consequence of the training is to increase leader influence and control through improved leader–member relations, task structuring, and position power. Such changes are equally likely to shift an individual into a good LPC–situation match or out of it, assuming that LPC itself is not changed. On the average, therefore, leadership performance will not be altered; an improvement in one person will be canceled out by the decreased effectiveness of another. In Figure 13.1 the extremely unfavorable situation beyond octant 8 is assumed to be rare but might occur with racially divided groups or when extreme stress is present; it appears to have much in common with the original category 8-A, although the hypothesized LPC relationship to performance is reversed.

One approach suggested to achieve effective results from training is to teach managers how to modify the favorableness of a situation to match their LPC scores—how to engage in situational engineering. Another approach is to select for training only those individuals whose performance can be expected to improve because they will move into a good LPC–situation match, not out of it. Alternatively, all might be trained, but the training must be selectively combined with job rotation so that some return to more challenging jobs, thus offsetting the increased favorableness induced by the training for these particular individuals. Rotation of some kind, including promotion, may be the only way of offsetting the automatic increases in situational favorableness that come with increased managerial experience.

---

Figure 13.1 Effects of Leadership Training on Subsequent Performance as Moderated by Situational Favorableness

<table>
<thead>
<tr>
<th>Perception of situation</th>
<th>Effective performer</th>
</tr>
</thead>
<tbody>
<tr>
<td>Before training</td>
<td>After training</td>
</tr>
<tr>
<td>Before training</td>
<td>After training</td>
</tr>
</tbody>
</table>

1. Octant 4 → Octant 1 (Moderately favorable) → (Very favorable)
   High LPC → Low LPC

2. Octant 8 → Octant 4 (Unfavorable) → (Moderately favorable)
   Low LPC → High LPC

3. Beyond Octant 8 → Octant 8 (Extremely unfavorable) → (Unfavorable)
   High LPC → Low LPC (speculative)

Source: Adapted from Fiedler, Bons, and Hastings (1975, 237).

*Predicated on the hypothesis that training changes favorability as perceived by the leader to whatever next higher degree will reverse the leader effectiveness level.
What the dynamic theory posits is that as leader control and influence (favorability) increase, for whatever reason, the performance level of the *high* LPC leader, will change as follows:

<table>
<thead>
<tr>
<th>Octant</th>
<th>Performance</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>Low</td>
</tr>
<tr>
<td>7</td>
<td>Low</td>
</tr>
<tr>
<td>6</td>
<td>High</td>
</tr>
<tr>
<td>5</td>
<td>Medium</td>
</tr>
<tr>
<td>4</td>
<td>High</td>
</tr>
<tr>
<td>3</td>
<td>Low</td>
</tr>
<tr>
<td>2</td>
<td>Low</td>
</tr>
<tr>
<td>1</td>
<td>Low</td>
</tr>
</tbody>
</table>

For the *low* LPC leader this pattern is reversed:

<table>
<thead>
<tr>
<th>Octant</th>
<th>Performance</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>High</td>
</tr>
<tr>
<td>7</td>
<td>High</td>
</tr>
<tr>
<td>6</td>
<td>Low</td>
</tr>
<tr>
<td>5</td>
<td>Medium</td>
</tr>
<tr>
<td>4</td>
<td>Low</td>
</tr>
<tr>
<td>3</td>
<td>High</td>
</tr>
<tr>
<td>2</td>
<td>High</td>
</tr>
<tr>
<td>1</td>
<td>High</td>
</tr>
</tbody>
</table>

It should be noted that these statements (Fiedler 1978a, 1978b) are not consistent with other statements of the theory insofar as octant 7 is concerned. Also, octant 6 is labeled as unfavorable (low control), although from the theory one would expect it to be included in the moderate range (with octant 7). These inconsistencies appear in schematic representations of the theory and are not discussed in the texts; thus the reasons for them are unclear.

The dynamic theory indicates that in selecting individuals for leadership positions, a decision should be made as to whether high initial performance is needed, or whether it is desirable to wait and permit training and experience to shift favorableness and performance levels. Also, as experience in a given job accumulates, there comes a point at which rotation into a new, less familiar position is advisable. The theory is not specific in any general sense as to exactly how much experience is required before these hypothesized performance changes can be anticipated, although the degree of structure and complexity of the work and the intelligence of the leader are viewed as relevant (Fiedler 1978a).

There is also some ambiguity regarding the effects of different kinds of training programs. Fiedler (1972b) describes human relations training as improving the leader–member relations factor and thus increasing favorableness, yet later (Fiedler 1978b) he notes that training in participative management (which human relations training certainly is) reduces position power and accordingly decreases favorableness.

The theory also deals with changes in the degree of turbulence and instability in the organizational environment. With greater turbulence there is greater uncertainty and thus less leader control and influence. Personnel shakeups, reorganizations, new product lines, and the like introduce turbulence. Under continuing turbulent conditions the downward shift in favorableness can be expected ultimately to bring about a situation in which low LPC leaders are needed.

### Multilevel and Multiple Sources

Ayman, Chemers, and Fiedler (1995) have advanced the position that the strength of contingency theory is in its use of a multilevel and multiple-sources approach to defining leadership effectiveness. They note that measures of the leader’s motivational orientation derive from leader responses (individual level), aspects of the situation have been determined by leader reports as well as reports from subordinates and researchers (multilevel, multiple sources), and outcomes have been established primarily based on group performance (group level). Detailed evidence in support of this contention is set forth in Table 13.2.

### EVALUATION AND IMPACT

Fiedler’s theories have in one way or another been a source of a great deal of research. He has had substantial funding at the universities of both Illinois and Washington, and this made it possible to
produce a continuing stream of studies; there have been a number of studies done on the outside as well, often initiated because someone did not believe Fiedler was correct. As might be anticipated, this situation has sparked a great deal of controversy in the literature; commentaries, rejoinders, replies, and the like occur frequently, and Fiedler has almost invariably been in the midst of each such debate.

### The Status of Contingency Theory

In the early years all this controversy, the frequent changes in theoretical position, and the uncertainty as to what was theory-forming and what was theory-testing research created a rather negative climate for contingency theory. The ideas were different (creative?) and intriguing. Yet organizational behavior as a whole was far from reaching a consensus, except perhaps to the effect that it was next to impossible to say what was going on, and that thus the most prudent approach was to delay a decision, or perhaps not to express any views at all. This milieu of uncertainty prevailed up to the early 1980s, when meta-analysis first came to the rescue. Figure 13.2 is presented to clarify the discussion as we now turn to these comprehensive, quantitative reviews.

The first meta-analysis was carried out by Strube and Garcia (1981). This was very early in the application of the technique within organizational behavior, and the procedures used were not entirely up to the standards that have developed since. Nevertheless, the results produced sub-

---

**Table 13.2**  
*Contingency Theory Variables, Level of Analysis, Measures Used, and Sources of Data*

<table>
<thead>
<tr>
<th>Variables</th>
<th>Level</th>
<th>Measure and Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Leader's motivational orientation</td>
<td>Individual</td>
<td>Least Preferred Coworker (LPC) scale (Leader)</td>
</tr>
<tr>
<td>Situational control</td>
<td>Group</td>
<td>Group Atmosphere; Leader–member relation; Sociometric method (Leader or averaged group score)</td>
</tr>
<tr>
<td>Group climate</td>
<td>Group</td>
<td>Group Atmosphere; Leader–member relation; Sociometric method (Leader or averaged group score)</td>
</tr>
<tr>
<td>Task structure</td>
<td>Individual</td>
<td>Task structure; Scale or type of job (Leader or experimenter)</td>
</tr>
<tr>
<td>Authority</td>
<td>Individual</td>
<td>Position power scale (Leader; Experimenter; Superior)</td>
</tr>
<tr>
<td>Effectiveness Satisfaction</td>
<td>Group or dyadic</td>
<td>Job Descriptor Index (JDI); Supervisory rating archival data (Superior; Experimenter organization's records)</td>
</tr>
<tr>
<td>Performance</td>
<td>Group</td>
<td>Supervisory rating archival data (Superior; Experimenter organization's records)</td>
</tr>
<tr>
<td>Stress</td>
<td>Individual</td>
<td>Fiedler's job stress scale (Leader)</td>
</tr>
</tbody>
</table>

substantial support for contingency theory overall and for all octants except 2. There was a tendency for studies conducted by researchers affiliated with Fiedler to yield more positive results for the theory.

A subsequent meta-analysis reported by Peters, Hartke, and Pohlman (1985) appears to be somewhat more procedurally defensible. The results, although generally supportive, indicated that the octant-specific findings in a number of cases required additional moderators beyond those of contingency theory to explain the data. Thus the theory appears to be to some degree incomplete. Octant 2 again presents problems. Support for the theory is considerably stronger when laboratory studies are used than from field studies.

Later Schriesheim, Tepper, and Tetrault (1994) utilized meta-analysis to study the performance means in the various octants. Although the data obtained are not entirely consistent with expectations, the problems unearthed are most troublesome for the leader match application to be considered shortly. In conjunction with the two previous meta-analyses, the findings from this study are interpreted as providing “more than sufficient evidence to conclude that the contingency model warrants further investigation and exploration (rather than abandonment)” (Schriesheim, Tepper, and Tetrault 1994, 572). I take this to mean that the theory is more right than wrong, but that further adjustments and elaborations are needed.

Bass (1990), in reviewing the research on contingency theory including the meta-analyses, notes that although outnumbered by the positive findings, a number of unsupportive studies exist as well. In some of the latter, Fiedler has pointed to design problems that he feels invalidate the results. On the evidence these criticisms appear justified in some cases, but not always. Nevertheless, there remain a goodly number of studies, usually of a field nature and not conducted by Fiedler’s group, that do not support the theory. Bass also points to evidence indicating that the variability of validity coefficients within each octant is extremely large, presumably in part at least as a result of the inclusion of nonsupportive studies. The chance that a particular study will not produce the theoretically anticipated results in a given octant is substantial. Yet only the octant 2 data fail completely to support the theory. Fiedler contends, in the latter instance, that the theory is really one of three zones as specified in Figure 13.2, not eight
octants. Thus, the results for octant 2 would average with those for octants 1 and 3, and obliterate the departure from theory. This appears, however, to represent a post hoc adjustment in the theory to make it fit the data.

On the positive side, Chemers (2002, 152), a frequent coauthor with Fiedler, is consistently favorable toward contingency theory. The following quote summarizes his main argument:

[L]eaders with a good match between leadership orientation and situational characteristics tended to perform more effectively, express greater job satisfaction, report less job stress and stress-related illness, and most interestingly, describe themselves as upbeat, confident, and in control of the leadership situation compared to leaders who are “out of match.”

The latter reaction is said to be comparable to self-efficacy.

Ayman (2002), in connection with a comprehensive overview of contingency theory, reviews a number of criticisms that have been leveled at the theory, and rebuts each in turn. Yukl (2002), on the other hand, seems to accept many of the criticisms that have been advanced in the past, and accordingly ends with an evaluation of contingency theory that is lukewarm at best. Aditya, House, and Kerr (2002), in their most recent review, appear to be closely aligned with Yukl (2002).

Overall, despite the evident support for contingency theory’s validity, there are remaining problems. Yet attempts to develop alternative approaches to explain the findings generated around the theory have not produced anything better (Schriesheim, Tepper, and Tetrault 1994). The alternatives considered to date do not predict the pattern of the data as well as contingency theory.

**The Problem with LPC**

LPC still represents a source of difficulties. Having a theory depend upon one measure whose meaning is not clearly established cannot be a plus for any theory. Although Fielder now appears to have settled on the motivational hierarchy interpretation, there continues to be some disagreement within his camp (Ayman, Chemers, and Fiedler 1995). In the early years there were serious questions regarding the psychometric properties of LPC, but these have been largely resolved; the remaining problem is one of construct validity.

Perhaps the best evidence for an LPC problem is a study by Kennedy (1982) that focused on the middle 25 percent of the population and the scores covered by this group. Fiedler has typically identified such a group, although recently specifying it as smaller, at 10 percent or less of the population, and essentially has excluded it from contingency theory’s domain. Kennedy finds, however, that his middle LPC group performs well in all leadership situations, and that in five of the eight octants, these were the best-performing leaders. In octants 1, 5, and 7, the relationship between LPC and performance was significantly curvilinear. These results are not consistent with the linear hypothesis posited by contingency theory. A possibility exists that LPC measures two aspects of personality—a dimension from strong to weak work motivation at the low end and a dimension from sociophobia to sociophilia at the high end. Consistent with this view, Ayman (2002) notes that the LPC measure is at least semi-projective in nature and may well measure different needs (thus achievement motivation at the low end and affiliation motivation at the high end—see Chapter 4) at different points. Ayman concludes that “the LPC measure is clearly not without considerable merit” (205).
Fiedler’s Own Evaluation of Contingency Theory

For many years Fiedler’s personal view of what he had wrought was primarily manifest in his replies to attacks. He consistently defended his theory, and he did so by referring to research that he believed supported his positions. More recently, beginning in the 1990s, Fiedler has become somewhat more reflective and in the process provided more insight into the underpinnings of his theory. He believes that the greatest contribution is “the conceptualization of leadership effectiveness as the product of an interaction between personality and situational factors and empirical support for this proposition” (Fiedler 1991, 503). The criticism that he feels is particularly justified is that the contingency model itself is something of a “black box” that does not immediately reveal the reasons for the relationships it describes and predicts. As a result, true understanding is at a minimum.

Although he indicates an appreciation for deductive theorizing, Fiedler notes that this is impossible for him because he is constantly distracted by data—“For me, developing hypotheses has always been an inductive, messy, a posteriori process” (Fiedler 1995, 453). Further to this point he says:

The model’s greatest weaknesses arise from its inductive development. The LPC construct has little face or concurrent validity, and even evidence for its construct validity requires some faith. The lack of process-based explanations for performance effects makes both the understanding and application of the model more difficult. (Ayman, Chemers, and Fiedler 1995, 162)

Yet major strengths are emphasized as well:

1. The conceptual and statistical independence of the theory’s central constructs.
2. The theory’s emphasis on independent and, where possible, objective measures of important organizational outcomes such as group productivity.
3. The theory’s relatively lesser vulnerability to the invalidation of its constructs and findings as a result of information-processing biases and methodological weaknesses.
4. The theory’s proven predictive validity (162).

APPLICATIONS–LEADER MATCH

For some time contingency theorists have advocated a process of situational engineering whereby an individual leader is placed in a situation appropriate to his or her LPC score (Fiedler 1965). For this approach to work for a given organization, LPC would have to be stable over time, and performance levels would have to be essentially the same across octants. In other words, with LPC appropriate to the situation, it should not matter whether octant 1, or 5, or 8, or whatever, was used. Furthermore, this approach assumes that it is easier to change aspects of the situation, either by reengineering the job itself or by transfer to a different position, than it is to change the person, and in particular those aspects of the person that LPC measures. All of these assumptions and expectations are built into the leader match procedure whereby individuals learn to modify their leadership situations so as to provide a degree of situational favorableness or control appropriate to their LPC.

The Nature of Leader Match

Leader match training utilizes a programmed learning text. The process starts with a self-measurement of LPC and then with measures of the various aspects of the leadership situation—
leader–member relations, task structure, and position power—to obtain an index of situational favorableness. Next, the individual learns how to match leadership style (LPC level) with the situation and subsequently to influence or self-engineer it to his or her personality. This may be done through the use of a variety of techniques, from influencing one’s superior to actually moving to a new position. There is also a section on how to engineer the leadership situations of subordinate managers for those at the second level of supervision and above.

The training is self-paced with appropriate measurement instruments incorporated in the text. It adheres closely to the theory and utilizes theoretical discussions, problems, questions, and feedback statements. As a programmed learning text, it appears to be conceptually adequate. The emphasis on self-awareness is consistent with much that is currently being advocated in the leadership field (Ayman, Adams, Fisher, and Hartman 2003). However, the real test is in the research.

There have been two editions of this training manual. The first was Fiedler, Chemers, and Mahar (1976). The second came eight years later (Fiedler and Chemers 1984) and is much the same as the first edition except that there is a technical note on the effectiveness of leader match evaluation studies; some new normative data; and a new chapter dealing with intelligence, boss stress, job intellectual demands, and the like. It is reported that leader match in one of these two forms has been widely used for management development purposes.

**Leader Match: Pro and Con**

The amount of research conducted by Fiedler and his coworker to evaluate the effects of leader match training is substantial (Fiedler and Mahar 1979; Fiedler and Garcia 1985; Fiedler and Chemers 1984). Typically this training has compared the subsequent performance of experimental (trained) and control leaders. The results quite consistently indicate that exposure to leader match does improve leader performance. In many instances these are little studies with small N’s and marginal significance. Occasionally leader match is bundled in with some other training program so that it is impossible to separate the effects of each. But there are studies of leader match only with samples of respectable size. That the sum total of these results from studies both strong and weak adds up to an impressive endorsement of leader match training is attested to by a meta-analysis of management development evaluation research, which found leader match to be highly effective (Burke and Day 1986). The training costs little to conduct, being self-administered, although the use of a facilitator is claimed to be beneficial (Ayman 2002). At least in some quarters, it is viewed as being presented in a clear and understandable form (Schriesheim 2003). This is the pro side.

On the con side, however, are a number of disturbing findings. Leader match does not always follow the same procedures for operationalizing variables used in the research to validate contingency theory. A question arises as to whether these departures from past practice, presumably intended to make the approach more palatable to practitioners, introduce a real change in such aspects as the classification into octants. The answer is that the changes do make a difference (Jago and Ragan 1986). Leader match is not a direct offshoot of contingency theory, and thus cannot legitimately claim that body of theory and research in its support. There has been some arguing back and forth on this matter, but the evidence indicating that leader match and contingency theory differ is quite compelling.

Another problem for situational engineering and leader match is inherent in the following quote:

> Data reported by Fiedler (1967, 259) show a steady decline in performance from favorable to unfavorable situations for an unstructured task and rather erratic variations for
two structured tasks. Yet Fiedler (1965) has suggested situational engineering as an alternative to leadership training. In other words change the situation—shift a group up or down on the favorableness dimension—to fit the leadership style. But if mean productivity is not constant across situations, one might find that a leader who has the wrong leadership style in one situation may become even less effective when his group is changed to a second situation where, according to the model, his leadership style is right. (Shiflett 1973, 435–36)

Recent evidence makes it apparent that, indeed, “mean productivity is not constant across situations” (Schriesheim, Tepper, and Tetault 1994). Shifting people around across octants does not seem to be a very good idea.

Furthermore, there is reason to believe that those who experience leader match training often do not understand the material and thus are in no position to manipulate situational variables as the training prescribes. Also, the LPC score results may not be accepted, and accordingly adapting the situation to them may not even be attempted. All this means that the positive training results may well have nothing at all to do with contingency theory and situational engineering (Kabanoff 1981).

A more likely explanation, given what is now known, is that leader match training serves to increase personality factors such as the belief in one’s ability to change things, self-confidence, self-efficacy, and managerial motivation, and that these in turn make for more effective managerial performance (Bass 1990). It seems very unlikely that contingency theory is the cause of the results.

We have previously considered the stability of LPC. Under normal circumstances it tends to remain stable, and it is based on this fact that Fiedler argues for the need to resort to situational engineering. But there clearly are conditions under which considerable variation can be expected (Rice 1978). This suggests the possibility that concerted efforts to change LPC in a consistent manner might prove successful. The lack of reports of results from such efforts in the literature does not demonstrate that situational engineering is more easily accomplished. The problem is that as long as the true nature of LPC remains an enigma, it is hard to develop training programs to change it.

Although Fiedler has considered other possible applications of his theories, beyond leader match, particularly with regard to the use of LPC in selection, nothing specific has been formulated in this regard. Even on the leader match front, things have been rather quiet since the 1980s. Aditya, House, and Kerr (2000) report that leader match has had relatively little influence in practitioner organizations in recent years.

COGNITIVE RESOURCE THEORY—ADDENDUM TO CONTINGENCY THEORY?

Throughout the preceding discussion, and thus the writings on contingency theory, there are references to intelligence, stress, and experience as variables that interested Fiedler and his coworkers; occasionally they are incorporated in research, but never made part of contingency theory. The references to intelligence go back at least to the 1967 book, references to stress to the Fiedler, O’Brien, and Ilgen (1969) article, and those to experience to Fiedler’s (1972b) article. These three variables, however, ultimately came to serve as the core of cognitive resource theory. Although presented as a separate theory, a case can be made that this is really an addendum to the contingency theorizing.
Pre-theory Views and Research

As is typical with Fiedler, a period of research dabbling preceded any resort to theorizing. The first signs of formal hypotheses, but not of the full theory, appeared in the latter 1970s. At this point Fiedler (1979), often with coworkers (Fiedler, Potter, Zais, and Knowlton 1979), began to report on studies that dealt with the interrelations among intelligence, stress, and experience. These studies tested formally stated hypotheses in this regard, hypotheses developed out of induction derived from research extending back at least ten years.

The clearest statements of the two major hypotheses (other subsidiary hypotheses appeared to come and go) were the following:

1. The intelligence of staff personnel will be positively correlated with performance under stress-free conditions but uncorrelated or negatively correlated when stress with the immediate superior is high.
2. The experience of staff personnel will be uncorrelated with performance when stress with boss is low but positively correlated when stress with the immediate superior is high. (Potter and Fiedler 1981, 363)

Research to test these hypotheses was consistently supportive for leaders as well as staff personnel. However, there was evidence that stress from other sources, beyond stress with boss, could produce effects (Barnes, Potter, and Fiedler 1983). This core of tested hypotheses later provided the basis for cognitive resource theory (Fiedler and Garcia 1987). That theory added a number of variables to this core, variables that at the time did not have the same empirical standing as intelligence, stress, and experience.

Formal Theory

The primary assumptions and hypotheses of cognitive resource theory relate to the decision tree set forth in Figure 13.3. Once again, as with contingency theory, the hypotheses are stated in contingent form. The assumptions are as follows:

1. Intelligent and competent leaders make more effective plans, decisions, and action strategies than do leaders with less intelligence or competence.
2. Leaders of task groups communicate their plans, decisions, and action strategies primarily in the form of directive behavior.

These are followed by seven hypotheses dealing with the variables in Figure 13.3.

1. If the leader is under stress, the leader’s intellectual abilities will be diverted from the task, and the leader will focus on problems not directly related, or counter to the performance of the group task. Hence, under stress, and especially interpersonal stress, measures of leader intelligence and competence will not correlate with group performance.
2. The intellectual abilities of directive leaders correlate more highly with group performance than do intellectual abilities of nondirective leaders.
3. Unless the group complies with the leader’s directions, the leader’s plans and decisions will not be implemented. Hence the correlation between leader intelligence and performance is higher when the group supports the leader than when the group does not support the leader.
4. If the leader is nondirective and the group is supportive, the intellectual abilities of group members correlate with performance.
5. The leader’s intellectual abilities will contribute to group performance to the degree to which the task requires these particular abilities (i.e., is intellectually demanding).
6. Under conditions of high stress, and especially interpersonal stress, the leader’s job-relevant experience (rather than his or her intellectual abilities) will correlate with task performance.
7. Directive behavior of the leader is in part determined by the contingency model elements, the leader’s task motivation or relationship-motivation (determined by the Least Preferred Coworker scale), and situational control. (Fiedler and Garcia 1987, 8)
Certain contingency theory variables provide the starting point, but the major goal is to identify links between leader personality (as indicated by LPC score), as well as situational control and influence, and group and organizational performance. The chain includes cognitive abilities (intelligence), stress, and experience, but directive behavior, group support, and external factors are added to this basic core.

Cognitive abilities may include measured creativity as well as intelligence test score. Stress is most frequently a self-report of boss-induced stress. Experience is the time served in an organization, position, or occupation; this type of index is generally unrelated to leadership performance. Directive behavior is observed behavior as reported by subordinates (often using initiating structure items from the Ohio State scales); considerate behavior, although measured, was not a powerful enough predictor to justify inclusion in the theory. Group support reflects a favorable group climate or atmosphere, and thus good leader–member relations.

The Fiedler and Garcia (1987) book contains, in addition to the theory just stated, descriptions of a large number of research studies. The amount of new theory presented is rather thin. However, in a later publication Fiedler (1993) attempts to remedy this problem by spelling out in more detail how LPC and situational control link to effective leader performance. The argument is as follows:

The basis for contingent relations in leadership theories lies in the nature of the situational factors, namely uncertainty and stress, which arouse leader anxiety. A change in the interaction between LPC and situational control from one of being “in match” (when the leader’s LPC and situational control are likely to result in good leadership performance) to one of being not “in match” (when low-LPC leaders are in moderate-control situations and high LPC leaders are in either high- or low-control conditions) causes the leader stress and anxiety, stemming . . . from a perceived inability to deal with situations of this nature.

Anxiety-arousing conditions cause the leader to fall back on previous successful reinforced behavior patterns. On a cognitive level these behaviors reflect what was learned from experience. On the affective level these behaviors reflect an earlier model of coping with interpersonal problems. Thus anxiety is associated with changes in leader behavior and performance; anxiety induces behavior that is simpler or represents a regression to an earlier stage in the leader’s personality development.

The effectiveness of the leader’s behavior and the resulting group and organizational performance depend on the degree to which the evoked leader reactions match the demands of the situation. (Fiedler 1993, 16, 19)

Theory-forming and Theory-testing Research

As noted previously, much of Fiedler and Garcia’s (1987) book is devoted to descriptions of research. The status of this research in relation to the theory is at issue. The research is presented initially as an aid to theory construction. Elsewhere it is referred to as part of a fifteen-year research program that led to the development of cognitive resource theory (Fiedler and House 1988). Thus this research would appear to be theory forming in nature. Yet there are questions as to whether this is what the theory’s authors really mean and believe.

There are nineteen citations in the Fiedler and Garcia (1987) book that are marshaled to support cognitive resource theory; these appear to have been an outgrowth of Fiedler’s research program funded primarily by grants from the U.S. military and conducted there also. The citations start in 1961 and spread over the period through 1983; all are pre-theory. In a number of
instances N’s are small, statistical significance is often marginal, and psychometric properties of measures are on occasion unreported. Many of the studies were originally designed for completely different purposes. All this is fine for exploratory research used to induce theory, but it is not appropriate for theory testing. Yet the authors tend on occasion to treat it as of a theory-testing nature (see Fiedler and Garcia 1987, esp. 204). I do not accept this position; none of the research reported in the 1987 book is evidence for or against the comprehensive cognitive resource theory.

The Status of Cognitive Resource Theory

Cognitive resource theory has proved to be as diverse in the reactions it has elicited as contingency theory. Aditya, House, and Kerr (2000) feel that the empirical support for the theory is strong and that it has important implications for selection and situational management. Yukl (2002) feels that the research results have been inconsistent across studies, and that a number of methodological weaknesses plague the studies so that it is difficult to interpret them; he also points to various conceptual weaknesses.

The operationalization of experience and intelligence within the theory has produced particular problems. In the former instance research suggests that prior experience that is relevant for performance in the present job is the factor that should be used, rather than merely organizational tenure (see Quinones 2004). With regard to intelligence, the argument is that relevant special abilities should be invoked rather than general intelligence. This has not been tested, but it is clear that Fiedler tends to underestimate the role of intelligence in managerial performance when he says that the relationship is low and weak overall. He draws upon various publications of Ghiselli’s to support this interpretation, but in fact Ghiselli (1966) reports a highly significant correlation in the upper 0.20s and makes intelligence one of his more important indexes of managerial talent.

There are also conceptual problems in the theory’s handling of the stress variable. Fiedler, Potter, and McGuire (1992) make the point, which is emphasized elsewhere also, that the stress that is central to cognitive resource theory is the type generated by the boss for the leader. First, this does not take into account the fact that stress in this dyad is often occasioned by anti-authority attitudes in the leader; the cause is not always the boss. Second, no logical rationale is provided for the use of this particular type of stress. One would think that any stress that produced anxiety would impede functioning in the same manner. This interpretation is reinforced by the reported finding that stress-reduction training produces a major increase in the performance of more intelligent subjects over less intelligent ones (Fiedler 1996). See also Fiedler’s (2002) recent advocacy of such training.

Theory-testing research on cognitive resource theory has not been extensive and tends to deal with segments of the model rather than the whole. The early research on the intelligence-stress-experience relationships continues to be given considerable attention (Fiedler 1992b).

The importance of the directive behavior component of the model has also been demonstrated; this incidentally is entirely in line with Vroom’s proposition from normative decision process theory (see Chapter 12). The leader’s cognitive resources contribute to group performance when the leader is knowledgeable and directive in getting that knowledge put to use (Murphy, Blyth, and Fiedler 1992). On the other hand, group members’ task-related knowledge is utilized only if the leader is nondirective and participative. Thus, bright leaders should be directive, because they have ideas to convey (under low stress). Less bright leaders should be participative because they need the ideas of the group. However, when bright leaders are under stress, they tend to impede group performance by talking a lot without contributing useful ideas (Gibson, Fiedler, and Barrett 1993). Training bright leaders in task-relevant knowledge—a form of cognitive skills training—
so as to make them the most knowledgeable in the group, appears to be beneficial in this context (Gist and McDonald-Mann 2000).

As indicated above, most of the research testing cognitive resource theory formulations has involved Fiedler (see also Fiedler and Macauley 1998). There is a need for data from other sources, and a study by Vecchio (1990) provides some of this. The major positive finding from this research once again involved the directive behavior variable. When directive and nondirective situations were compared, the former produced more positive correlations between intelligence and group performance than the latter. Other aspects of the theory either could not be tested adequately or leave many questions with regard to the procedures employed (see Fiedler, Murphy, and Gibson 1992).

Overall I believe that there is good support for the intelligence-stress component of the theory in some form, although the specific nature of the variables needs further work. Also, the role of the directive behavior segment appears to be well delineated. It would be desirable to see this role studied more, however, outside the military. It is possible that the military situation conditions people to be especially responsive to directive approaches. The ties to LPC and contingency theory have not been adequately studied, although cognitive resource theory could be cut loose from these ties with no great loss in understanding or prediction. Research that incorporates all of the theory’s variables is lacking; not all of the theory’s relationships have been investigated.

Furthermore, several alternative interpretations of the cognitive resource theory phenomena have been advanced, expanding the number of variables and/or the domain of the theory. One such approach seems to suggest that a variable of the nature of leadership self-efficacy, or ego resiliency, or ego strength may serve to mute the effects of stress (Murphy 2002). Another alternative advocates that something called interpersonal acumen be introduced to explain behavior in stress situations, and that cognitive resource theory phenomena may be generalized well beyond the current leadership domain (Aditya and House 2002).

Perhaps the best summary of cognitive resource theory’s status is provided by my data on the theory. The importance rating from peers is 3.29, the estimated validity is 3 stars, reflecting the theory’s inductive underpinnings coupled with the limited research since, and the estimated usefulness is 2 stars based on the rather sparse attention given to applications.

**CONCLUSIONS**

In contrast to the evaluations of cognitive resource theory, contingency theory itself performs rather well, as indicated by the data given in the box at the beginning of this chapter. The importance rating is 4.33, not high, but a whole point above cognitive resource theory and certainly respectable. Both estimated validity and estimated usefulness get 3 stars. In the former instance this reflects the abundance of research supporting contingency combined with the numerous criticisms that have been lodged against the theory and the research on it over the years. Perhaps the biggest problem here is understanding what happens within the “black box” that subsumes why contingency takes the form that it does. Empirically based inductive theorizing does not always work well in these situations. As to practical applications, leader match is clearly a major accomplishment, but it too has problems given the findings from research on it. In large part these are produced by the complexity of the underlying theory and the uncertainty regarding LPC. In any event, contingency theory, with the leader match application, is clearly superior to cognitive resource theory, with no distinctive application at all.

I should probably note that the evaluative ratings of contingency theory do not in any instance reach the high levels that other theories in this volume have attained. What is distinctive about
contingency theory, and what justifies its inclusion here, is that all of the ratings are respectable; they add up to a positive assessment and thus a designation as an essential theory, even though no one dimension achieves that status.

In Chapter 14 we turn to another theory, one that has been as active as contingency theory over the years, although not quite as many years, but which had its origins in a disparate source within organizational behavior. This too is a contingency theory, although the contingency is of a somewhat different nature.
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Conclusions

The formulations set forth by George Graen and his colleagues have focused on the dyad created by a superior and one subordinate, initially referred to as a vertical dyad linkage and later as a leader–member exchange. This is much like the individual situation considered in Vroom’s normative decision process theory. It has in common with other leadership theories the fact that it, too, deals with differences in the way a manager behaves toward different subordinates and with the degree of participativeness characterizing this behavior. In large part Graen’s ideas represent a reaction against the tendency to consider leader behaviors as averages that apply to all subordinates (or all subordinate perceptions), as was done in the Ohio State University research on con-
sideration and initiating structure (see Miner 2002). For an evaluation of these empirically de-

erived factors, see Judge, Piccolo, and Ilies (2004). In developing his own alternative views, Graen

appears to have been influenced by the ideas of Katz and Kahn (1966) regarding the processes of

role taking in organizations and later by Jacobs’s (1971) conceptions of the various kinds of

exchange occurring in the leadership context.

This line of theorizing is the product of George Graen, who has published with a number of

different co-workers, primarily his doctoral students. In the very early period, Graen was con-

cerned with the various roles people assume in organizations and with what he called the role-

making process. As this approach increasingly began to focus on the superior–subordinate dyad,

the term vertical dyad linkage (VDL) was adopted. Then in the early 1980s leader–member ex-

change (LMX) replaced VDL as more appropriately descriptive of the processes involved, al-

though some publications of this period use the term vertical exchange as well, and some refer to

dyadic career reality theory.

BACKGROUND

Born in 1937, Graen was schooled at the University of Minnesota and received his Ph.D. in

industrial psychology from there in 1967 (Graen 2002). Subsequently, he took a faculty position

in the psychology department at the University of Illinois. In 1977, he moved to the business

school at the University of Cincinnati, where he remained for a number of years. In 1997, upon

retirement from Cincinnati, he accepted a position at the University of Southwestern Louisiana,

where he remains until now. In 1972, he held a visiting appointment at Keio University in Japan,

and an interest in Japanese management kindled at that time has continued to exert an influence

on his research.

Graen’s initial research efforts involved expectancy theory (see Chapter 7). He extended

the Vroom model, moving beyond motivation into leadership and taking the role perception

aspect, also included in the Porter/Lawler theory, and developing it into a much more central

theoretical concept (Graen 1969). His idea of work roles, and the effective performer work

role, led to the role-making formulations and thus to the beginnings of vertical dyad linkage

theory.

THEORETICAL STATEMENTS REGARDING VERTICAL

DYAD LINKAGES

Graen’s concept of the vertical dyad refers to the relationship between a supervisor and an indi-


gual subordinate. There are as many such dyads in a work group as there are immediate subor-

dinates to the unit’s manager. For theoretical purposes, two types of dyadic relationships are

important. These are variously referred to as relationships with informal assistants and ordinary

members (Graen 1976), leadership and supervisory relationships (Dansereau, Graen, and Haga

1975), in-group and out-group relationships (Graen and Cashman 1975), or high- and low-quality

relationships (Graen and Schiemann 1978).

The Role of Dyadic Relationships

The essential concept is that when the relationship between manager and subordinate is of the

informal assistant, leadership, in-group, or high-quality type, very different kinds of outcomes in

terms of job performance ratings, job satisfaction (including turnover), and experienced problems
are to be anticipated. Specifically, under these circumstances performance ratings will be higher, subordinate satisfaction greater (and turnover lower), and problems with supervision fewer.

The process involved has been summarized as follows:

[T]he inputs to team development are the characteristics of each member and those of their leader. These characteristics are harnessed to outputs, such as member performance, satisfaction, and job problems, through their interactions with leader-member exchanges. Based on the compatibility of some combination of member’s characteristics and some combination of leader’s characteristics, a leader initiates either an in-group or an out-group exchange with his member early in the life of the dyadic relationship. (Graen and Cashman 1975, 154–55)

The major early indicator of what type of relationship will subsequently emerge is the degree to which negotiating latitude is extended by the manager. When the manager is relatively open in extending individualized assistance to work through job problems, an in-group relationship is likely. Such relationships involve interlocking different task behaviors and forming different working relationships than do out-group exchanges. Specifically, in-group exchanges will involve first, the interlocking of more responsible tasks accepted by members and higher levels of assistance provided by leaders; and second, working relationships will be characterized by greater support, sensitivity, and trust than occurs in outgroup exchanges. Furthermore, the mechanism of this interlocking of member and leader behaviors probably is reciprocal reinforcement . . . once these structures emerge, they demonstrate high stability over time. Thus, until the nature of the linkage becomes altered, both member and leader behavior can be both understood and predicted over time. (Graen and Cashman 1975, 155)

When an in-group relationship develops, leadership occurs in that behaviors depend upon the interpersonal exchange, not formal authority. The leader gives resources at his or her command and the member gives expanded effort and time. The leader loses control and becomes more dependent on the outcomes of negotiations with the member, while the member risks receiving less-than-equitable rewards and the unilateral institution of supervision. In contrast, under an out-group relationship supervision does exist, and the employment contract with its implicit acceptance of legitimate authority in exchange for pay and benefits governs.

The in-group relationship exhibits many of the characteristics of participative decision making and of job enrichment as well:

The superior for his part can offer the outcomes of job latitude, influence in decision making, open and honest communications, support of the member’s actions and confidence in and consideration for the member, among others. The member can reciprocate with greater than required expenditures of time and energy, the assumption of greater responsibility, and commitment to the success of the entire unit or organization, among others. (Dansereau, Graen, and Haga 1975)

**Extensions to the Vertical Dyad Model**

Subsequently the basic dyadic model was extended one level upward to include the manager’s superior as well as subordinate (Cashman, Dansereau, Graen, and Haga 1976). The hypothesis
is that the nature of this manager–superior relationship (in-group or out-group) will affect the extent to which the manager can bring resources to the manager–subordinate relationship and thus exert an indirect effect on subordinate outputs such as satisfaction, job problems, termination, and the like.

A second extension relates to the matter of agreement between the manager and the dyadic subordinate (Graen and Schiemann 1978). Two hypotheses are stated:

If a leader and a member have a high-quality dyadic relationship, the leader should be more aware of the problems confronting the member on the job. Hence, their perceptions should be more alike regarding the severity of job problems than those of a leader and a member in a low-quality relationship.

Another important set of variables . . . includes sensitivity of the leader to the member’s job and attention, information, and support given the member by the leader . . . . If the quality of the interdependencies is high, leader and member should agree more accurately about these variables than those locked into lower quality relationships. (Graen and Schiemann 1978, 206–7)

THEORETICAL STATEMENTS REGARDING LEADER–MEMBER EXCHANGES

Initially at least, the shift to the LMX designation had relatively little meaning for the theory. However, it has come to have considerable significance in that the result has been to focus attention on the relationship in the dyad—the characteristics of that relationship and the ways in which the dyadic relationship is tied to organizational outcome variables (Graen and Uhl-Bien 1991). In contrast, the vertical dyad linkage theory dealt with differential in-group and out-group member types within the work group, as well as with differentiation that resulted from resource constraints on managers that forced them to develop one or more trusted assistants to aid in the functioning of the unit.

The Relationship-based Approach

One statement of the evolving theory introduces the concept of dyadic career reality (DCR) to focus on the dyadic relationship (Graen and Scandura 1986). This concept is defined as “a system of components and relationships; involving both members of a dyad; in interdependent patterns of behavior; sharing mutual outcome instrumentalities; and producing concepts of environments, cause maps, and value” (150). This is a restatement of the former in-group process. Table 14.1 outlines the procedures through which dyadic career realities develop. Role concepts once again become central to the theory.

Dyadic career realities often involve dyads of managers, and these managers exchange positional resources to their mutual benefit. Resources noted include information, influence, tasks, latitude, support, and sensitivity (concern). The theory now includes not only vertical dyads, but horizontal and diagonal dyads as well, although little is said with regard to these latter.

A companion piece develops these ideas further with special reference to the performance of unstructured tasks (Graen and Scandura 1987). The authors invoke Barnard’s (1938) idea of an inducement–contributions balance to explain what happens within a vertical dyad. The exchange involved is depicted in Figure 14.1, which shows how the relationship solidifies as it moves from role taking to role making to what is now called role routinization. DCR in the figure means
dyadic career reality and it implies an exchange of positional resources as stated previously. When routinized and thus stabilized, the dyadic relationship involves trust, respect, loyalty, liking, intimacy, support, openness, and honesty.

The total process depicted in Figure 14.1 may or may not move through to completion. If it does not, the leader–member exchange remains of low quality. When certain variables take high values, the role-emergence process is more likely to reach completion. For this to occur the superior should have:

1. adequate latitude in task assignment and a need to exercise it;
2. reasonably attractive positional and personal (power) resources and the imagination to employ them; and
3. some members possessing job growth potential (ability) and the motivation to accept challenges beyond their job description (Graen and Scandura 1987, 185).

Leaders tend to select members for dyadic relationships who are dependable in that they can be counted on to complete tasks as the leader would if necessary, and who collaborate effectively (Graen 1990). This selection may well eventuate in a productive leadership system that is said to expand the influence and commitment of a unit to capitalize on opportunities and available resources as well as member abilities and motives so as to integrate dyadic roles into cohesive, coordinated management teams and larger networks. Once engaged in such a productive leadership system, managers are hypothesized to attempt to replicate it in new job situations in the future throughout their careers.
More recently, in the 1990s, leader–member exchange theory has begun to consider the role-making process in terms of a stranger-acquaintance-maturity classification (Graen and Wakabayashi 1994). At the initial stranger stage the leader and member interact only on a limited basis and what interaction there is is of a strictly contractual nature. As the relationship moves to the acquaintance stage it becomes more involved, but trust and loyalty remain less than fully developed. At the mature stage a high degree of trust, respect, and obligation are achieved; now the potential for incremental influence is substantial, and members are encouraged to grow beyond the formal work contract and help redesign the unit. Role finding occurs at the stranger stage when LMX is low in the dyad. Role making occurs in the acquaintance stage when LMX is medium. Role implementation occurs at the mature leadership stage when LMX is high. Leadership making is said to occur as networks are built up one relationship at a time consisting of people both within and outside a team.

**Dyadic Partnership Building**

At this point leadership is defined as a partnership among dyadic members, a partnership that should (normatively) be developed if at all possible:
Rather than managers treating some employees more favorably than others (as the “differentiation” approach of VDL suggests), this stage states that managers should provide all employees access to the process of LMX by making the initial offer to develop LMX partnerships to each subordinate. Making the partnership offer to every subordinate has a two-fold effect: (1) the LMX process may be perceived as more equitable (and the model more palatable to practitioners and students who may have been uncomfortable with the inequity issue), and (2) the potential for more high-quality relationship development (partnerships) would increase the potential for more effective leadership and expanded organizational capability. (Graen and Uhl-Bien 1995, 229)

Increasing the number of high-quality relationships in this way should improve unit performance. Although the theoretical objective is to teach and motivate leaders to develop high quality partnerships with all group members, the reality that this may not in fact occur in every instance is recognized.

Expansion to Larger Components

Throughout the articles referenced in the prior section, there are relatively brief discussions of horizontal dyads, diagonal dyads, systems of interdependent dyads, combinations of dyads, network assemblies (of dyads), and the like. The idea is that one could map a complex interlocking leadership structure as an overlay on the task structure of an organization. Such a structure of multiple high-quality dyads should yield much added value in terms of organizational performance. Self-directed teams are said to function most effectively when contrived out of the dyadic processes we have been considering (Graen and Uhl-Bien 1991). This application to team dynamics continues to the present (see Graen and Hui 2001).

Expansion to the organizational level, although contemplated, has not been the subject of empirical investigation (Graen and Uhl-Bien 1995). This is the path down which leader–member exchange theory is headed, nevertheless, and the beginnings of a formal theory for this purpose have been proposed (Uhl-Bien, Graen, and Scandura 2000). The idea is that multiple high quality dyads offer a source of competitive advantage through the social capital thus created. This approach draws upon the literature dealing with social capital, strategic human resource management, social network theory, and of course LMX theory.

THEORY-RELATED RESEARCH IN WHICH GRAEN HAS PARTICIPATED

Initial research by Graen and his coworkers utilized the leader behavior description measures of consideration and initiating structure but employed an individual subordinate level of analysis rather than average data for each work group as in the original Ohio State studies. The nature of the analytical approach used in this research was highly consistent with the vertical dyad linkage model. However, the studies were not carried out as tests of that particular set of theoretical hypotheses; rather, they test certain hypotheses related to the relative predictive power of expectancy and equity theories (Dansereau, Cashman, and Graen 1973), to the validity of the man-in-the-middle interpretation of managerial role stress (Graen, Dansereau, and Minami 1972b), and to the nature of performance feedback (Graen, Dansereau, and Minami 1972a; Graen, Dansereau, Minami, and Cashman 1973). These studies are important, nevertheless, because they represent the empirical base from which vertical dyad linkage (VDL) theory subsequently developed.
Studies Using Indirect Criteria of Dyadic Relations

The next set of studies moved closer to actually testing vertical dyad linkage theory formulations without actually achieving this goal. In these cases actual measures of the quality of the dyadic relationships were not obtained, but other indexes that yielded results consistent with theoretical expectations were used to differentiate the groups studied.

Thus, in one case newly hired clerical employees at a university were differentiated into those who separated relatively quickly and those who did not. Analysis of data obtained over a period of sixteen weeks indicated that there was greater role conflict and ambiguity in relationships with superiors among those who subsequently left employment (Johnson and Graen 1973). The design of this study does not permit direct extrapolation to vertical dyad linkage hypotheses, but the relationships are consistent with them.

The same is true of another analysis of additional data obtained from the same subjects (Graen, Orris, and Johnson 1973). In this instance the group was differentiated not by job tenure but in terms of the extent to which the individual viewed the job as career relevant. Those who did not consider the job to be career relevant tended to have more turnover, but they also evidenced less communication with superiors, including less participation in decisions, as well as other responses consistent with an out-group status.

In another case, a group of university housing and food service managers was split in terms of their degree of professionalism and studied over a nine-month period subsequent to an extensive reorganization (Haga, Graen, and Dansereau 1974). The findings are consistent with an interpretation that describes the professionals as possessing in-group status. In particular, they appear to be engaged in a sizable amount of role-making or role-altering behavior that is entirely consistent with theoretical expectations under conditions of negotiated roles.

Tests of Vertical Dyad Linkage Theory Propositions

A subsequent analysis of data obtained from this same group of university managers is more directly supportive of the theory (Dansereau, Graen, and Haga 1975). In this case, a measure of negotiating latitude perceived by the dyadic subordinate early in the relationship was used as a basis for differentiation. This early index of negotiating latitude proved to be a good predictor of in-group and out-group status throughout the nine months of the study. In-group members received more supervisory attention and greater support, experienced fewer job problems, perceived their superior as more responsive to their needs and as communicating with them more, were evaluated as behaving in a manner closer to superior expectations, indicated more job satisfaction, and were less likely to separate. This pattern of results is quite congruent with the theory.

A replication study with a new sample that extended the measures to include communication frequency, bases of influence, and dyadic loyalty provides further support (Graen and Cashman 1975). Clearly the in-group members were more involved in all aspects of their work and expended greater time and effort; they influenced decisions more and were in a better position to do so. Outcomes such as rated performance, job satisfaction, and job problems were all more positive for in-group members, and as expected, dyadic loyalty and trust were greater in these exchanges.

In this study data were obtained on the use of various bases of influence or power. Referent and expert power characterize the in-group exchanges, consistent with their more participative, negotiated nature. There is also some basis for concluding that coercive or legitimate (bureau-
cratic) influence characterizes the out-group exchanges. In any event, these findings are consistent with the hypothesized leadership–supervision distinction.

A study by Graen and Ginsburgh (1977) partially replicates the earlier study involving the career relevance of the job (Graen, Orris, and Johnson 1973) and extends it by investigating the quality of the dyadic relationship, in this instance as perceived by the superior, not the subordinate, as in previous studies. Although university clerical employees also were used in this study, they were not new employees. The sample is essentially the same as that used in the Graen and Cashman (1975) research.

The findings indicate that in-group subordinates were given greater amounts of sensitivity and self-determination by their superiors. They also were rated as better performers. However, the anticipated job satisfaction differences did not emerge, even though turnover was greater among out-group subordinates. Taken as a whole, the data show that the quality of the dyadic relationship is associated with work outcomes but that the career relatedness of the work accounts for additional variance.

Research on the Extended Vertical Dyad Linkage Model

A re-analysis of the original data derived from university housing and food managers (Dansereau, Graen, and Haga 1975) extends those findings to the level of the superior’s superior (Cashman, Dansereau, Graen, and Haga 1976). The data provide some support for the view that whether a superior has an in- or out-group relationship with the person above affects the outcomes from dyadic relationships with subordinates. In particular, when the upward exchange is of an out-group nature, subordinates tend to perceive job problems, especially problems in bringing about change. They are also less satisfied with their rewards and the technical competence of their superior. Although the findings with regard to the impacts of higher-level relationships are less pervasive than those for the immediate dyad, significant results do occur. This study did not yield the expected results for the turnover outcome, however.

A later study, also conducted within the administrative components of a university, yields similar support for the impact of the quality of the upper-level dyadic relationship at lower levels (Graen, Cashman, Ginsburgh, and Schiemann 1977). However, the specific types of job problems and other factors affected are frequently quite different. These differences in results in the two settings are attributed to variations in the organizational contexts of the studies—in flux in the first instance and stable in the second.

An investigation carried out to determine whether greater perceptual agreement within the dyad was to be anticipated as a function of the quality of the relationship provides generally supportive results (Graen and Schiemann 1978). In this case quality was measured at the subordinate level with a measure of known good reliability. Again the samples were obtained within the administrative contexts of universities and overlapped prior studies. The findings indicate that perceptual agreements are consistently less pronounced when out-group dyads are involved.

During the 1970s, research that did not involve Graen appears to be nonexistent. The existing research tended to draw on a very small number of subject pools, most of them apparently from one university. In many respects, the development of vertical dyad linkage theory seems to reflect the use of grounded theory in that the formulations emerged from concentrated study of a single context. Subsequently data to test the theory were obtained from a substantially different university setting, but still a university (Liden and Graen 1980). This study yielded strong support for vertical dyad theory, except in the case of satisfaction measures. Perceptual agreement was also found in accordance with the extended model.
Measurement of Leader–Member Exchange

Over the years the instrument used to determine the quality of a leader–member exchange as perceived by either member of a dyad has grown in length from two items to fourteen; there are at least seven versions. Most recommended is the seven-item measure, which correlates well with the longer versions (Graen and Uhl-Bien 1995). LMX appears to be constituted out of three dimensions: (1) mutual respect for the capabilities of the other, (2) anticipation of deepening trust with the other, (3) expectation that interacting obligation will grow over time. These dimensions are highly related so that development of separate measures does not appear justified. A core item reads, “How would you characterize your working relationship with your leader (your member)?” (rated on a five-point scale from ineffective to effective).

An example of the use of such a leader–member exchange scale involved a comparison of LMX with average leadership style in predicting the turnover criterion among computer personnel of a public utility. In this instance the five-item measure was used, and turnover was high. Leader–member exchange proved to be a much stronger predictor of turnover than average leadership style, accounting for three times more variance. The unique exchange between leader and member appears to be what influences a person to remain in the organization (Graen, Liden, and Hoel 1982).

Research on Dyadic Partnership Building

This research involved efforts to improve the quality of all dyad relationships with the objective of increasing performance levels; thus it is a test of the normative theory, not just the descriptive theory.

The first such effort was carried out in a department of a government installation where the employees processed case data at computer terminals (Graen, Novak, and Sommerkamp 1982). Managers in the department received training that included lectures, discussion, and role modeling. Topics covered were the leader–member exchange model, active listening, exchanging mutual expectations, exchanging resources, and practicing one-on-one sessions with subordinates. Actual treatment sessions followed this training and involved conversations between leaders and their members:

During the training sessions the general structure of the conversations as well as the specific questions and techniques to facilitate the conversations were devised by the managers with the help of the trainer: (1) the manager was to spend time asking about and discussing each person’s gripes, concerns, and job expectations about (a) the member’s job, (b) the supervisor’s job, and (c) their working relationship; (2) using “active listening” skills learned in the training, the manager was to be particularly attentive and sensitive to what issues were raised and how they were formulated by each subordinate; (3) the manager was to refrain from imposing his/her frame of reference or management’s frame of reference about the issues raised; and (4) the manager was to share some of his/her own job expectations about (a) his/her own job, (b) his/her member’s job, and (c) their working relationship. Increasing the level of reciprocal understanding and helpfulness within dyads regarding job issues and behaviors was the goal of the treatment. (Graen, Novak, and Sommerkamp 1982, 114)

These sessions were conducted with all participants in the treatment group. Before–after results in terms of performance were compared for this group and for other groups from the department not exposed to the LMX treatment.
Productivity increases measured in terms of the quantity of cases handled showed a significant advantage in favor of the LMX-trained group. Furthermore, this gain was primarily a function of effects occurring in a high-growth-need group of subjects. This latter index was included in the study because a job enrichment treatment based on job characteristics theory was introduced along with the LMX treatment (see Chapter 6). Any job enrichment effects per se, however, were negated by certain policy changes introduced by the organization unknown to the experimenters; thus job characteristics theory was not in fact tested.

A subsequent publication (Scandura and Graen 1984) based on data from the same context was aimed at determining whether low or high initial LMX subjects were most responsive to the treatment effects. The results clearly indicated that the low LMX subjects responded most positively to the treatment in terms of both the quality of their leader–member exchanges and the quantity of their productivity. This analysis did not include any consideration of growth-need effects.

Another report on this project (Graen, Scandura, and Graen 1986) substantiates the moderator effects of growth need strength, but makes no mention of the finding that low-quality leader–member exchange translates into greater productivity with the appropriate training. This latter result is most consistent with theory in that it means that dyadic partnership building applied across the board should result in both low- and high-quality dyads initially moving with training to high-quality relationships. However, if growth need strength is a moderator of the training effect, one would anticipate that it would also moderate the initial dyadic choices as well. In such an event, low-quality dyads would not contain many high-growth-need-strength people and thus would offer little potential for upward movement. This seeming contradiction is neither explained nor even confronted. Growth-need strength is not a component of the theory as stated in comprehensive forms.

The Japanese Research

On his first visit to Japan in 1972, Graen began a research project with various Japanese corporations that, at least in the case of one company, extended for thirteen years (Wakabayashi and Graen 1989). The results of this longitudinal analysis indicate that the establishment of high-quality exchanges in the early period after joining a company was a strong predictor of promotion and subsequent career success as a manager. Those with initial low-quality relationships did not do nearly as well.

When leader–member exchanges, measured organizational commitment, potential as determined from assessment centers, and performance appraisals by supervisors were compared in terms of their capacity to predict promotions and success subsequently, the performance appraisals were most effective (Graen, Wakabayashi, Graen, and Graen 1990). However, LMX was almost as good and a better predictor of satisfaction measures. The assessment center predictions and organizational commitment were much less effective. Overall, the Japanese research provides a strong endorsement for the vertical dyad linkage/leader–member exchange theory.

EVALUATION AND IMPACT

Many of the criticisms and questions applied to the vertical dyad linkage model and the research on it no longer hold. Subjects outside of universities have been used extensively now. Research by others besides Graen and his coworkers has expanded rapidly in the 1980s and 1990s. Varied criterion measures have been utilized in research studies to a point where concerns about com-
mon method biases cannot be invoked to dismiss the theory’s validity. The theory has become more normative in nature, thus supplementing its initial purely descriptive emphasis. The fact of in-group and out-group relationships (or high- and low-quality LMX) has been demonstrated with sufficient frequency so that the existence of such relationships is no longer in doubt; they appear to occur in roughly 90 percent of all groups. Yet criticisms do remain, especially on the grounds that theory statements have been inconsistent over time, measures have varied widely, and analyses have not adequately considered the levels at which phenomena occur (e.g., see Schriesheim, Castro, and Cogliser 1999).

**Leader–Member Exchange and Outcome Relationships**

Like a number of theories we have been considering, vertical dyad linkage theory has now grown to the point where the research generated by it is sufficient to justify meta-analysis. Up until recently only one such application had been undertaken (Gerstner and Day 1997), and in that instance the focus was primarily on the relationship between LMX indexes and a wide variety of outcome variables. The research considered extends up through 1996. The results obtained and the number of separate samples on which each correlation is based are given in Table 14.2.

From Table 14.2 it is apparent that LMX is more strongly related to subjective factors than to objective ones. The only outcome not predicted is actual turnover. Objective performance is predicted, but at a marginal level; it is doubtful that this finding has much practical significance. However, objective measures of performance and turnover were used as criteria in relatively few studies.

A review conducted by Liden, Sparrowe, and Wayne (1997) without benefit of the meta-analytic results reaches much the same conclusions as those indicated in Table 14.2. In this instance, however, the objective performance results were considered to be nonsignificant, thus placing them in the same category as actual turnover. In spite of the positive results found using a promotion criterion in Japan, it has not been possible to replicate these findings in the United States.

A thorough review by House and Aditya (1997), also without benefit of the meta-analytic findings, points to the fact that although studies involving Graen have found significant relations with turnover, a number of other studies have not. It appears likely that natural inclinations to separate among low-quality LMX employees are stifled by other considerations in many situations. House and Aditya (1997) also note the problems LMX has had in predicting performance, and they conclude that the theory can be most accurately viewed as one dealing with dyadic relationships and their subjective consequences, rather than being a true theory of leadership. A later review (Aditya, House, and Kerr 2000) reiterates these concerns regarding the prediction of objective measures of turnover and performance.

Yet other reports suggest it is too early to dismiss the idea that there are hard performance data consequences of high-quality leader–member exchanges. Two such reports post-date the meta-analytic review and thus were not included in it (Klein and Kim 1998; Vecchio 1998). Both studies yield correlations in the mid to upper 0.20s using performance criteria that are centrally focused on the specific work done, a matter that has been of concern in prior studies. Also, a meta-analysis concerned specifically with turnover reported average correlations in the low 0.20s (Griffeth, Hom, and Gaertner 2000). There is reason to believe that because greater opportunities for negotiating role latitude allow for a more pronounced association between LMX and performance, the LMX–performance relationship may be more likely to manifest itself in higher-level positions (Fernandez and Vecchio 1997).
Other findings suggest that the LMX–performance relationship is likely to be facilitated under specific circumstances. Dunegan, Uhl-Bien, and Duchon (2002) found that low role conflict, high role ambiguity, and high intrinsic satisfaction with the work performed all serve to enhance the link between leader–member exchange and performance. Thus, where role conflict is high, role ambiguity is low, and intrinsic satisfaction is less, the chances of failing to obtain a significant LMX–performance correlation become more pronounced. It appears that studies in the past may well have tapped into these nonfacilitating situations quite often. Accordingly, it seems appropriate to conclude that leader–member exchange theory is not entirely subjective in nature.

Other Meta-Analytic Results

A number of meta-analyses have been conducted recently that deal with aspects of leader–member exchange theory other than the performance relationship. These tend to focus on limited aspects of the theory. Thus, the relationship between trust and LMX from eight studies turns out to be 0.69, a rather sizable correlation (Dirks and Ferrin 2002). Yet trust is often noted as a component of the definition of LMX, and in that context the \( r \) value is not unexpectedly high; indeed, aspects of various kinds of justice yield even higher correlations with trust.

Relationships between LMX and organizational citizenship behaviors have been the subject of considerable study and several meta-analyses. Organizational citizenship behaviors are individual behaviors that are discretionary—and thus not explicitly recognized by any formal reward system—yet they promote the effective functioning of an organization; they are not part of the employment contract and failure to perform them is not considered to be punishable.

One such meta-analysis found LMX to correlate at 0.30 with an overall index of organizational citizenship behavior and 0.36 with an aspect of the whole in six studies (Podsakoff, MacKenzie, Paine, and Bachrach 2000). A later analysis located eighteen studies on which to base its conclusions and reported a mean correlation for overall organizational citizenship behavior of 0.32 (Hackett, Farh, Song, and Lapierre 2003). The comparable correlation in a small set of Chinese studies was 0.28. These data are entirely consistent with predictions from leader–member exchange theory.

### Table 14.2

<table>
<thead>
<tr>
<th>Outcome measure</th>
<th>Number of samples</th>
<th>Correlation (corrected for unreliability)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Performance</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Objective measure</td>
<td>8</td>
<td>0.11(^a)</td>
</tr>
<tr>
<td>Rating: leader LMX</td>
<td>12</td>
<td>0.55(^a)</td>
</tr>
<tr>
<td>member LMX</td>
<td>30</td>
<td>0.30(^a)</td>
</tr>
<tr>
<td><strong>Satisfaction</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overall</td>
<td>33</td>
<td>0.50(^a)</td>
</tr>
<tr>
<td>With supervision</td>
<td>27</td>
<td>0.71(^a)</td>
</tr>
<tr>
<td><strong>Turnover</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Actual</td>
<td>7</td>
<td>–0.04</td>
</tr>
<tr>
<td>Intention</td>
<td>8</td>
<td>–0.31(^a)</td>
</tr>
<tr>
<td>Organizational commitment</td>
<td>17</td>
<td>0.42(^a)</td>
</tr>
</tbody>
</table>

*Source: Adapted from Gerstner and Day (1997, 832–33).*

\(^a\)Significant at the 0.05 level or better.
What the addition of organizational citizenship behaviors seems to accomplish is to create a job of considerably greater breadth for those involved in high-LMX relationships (Klieman, Quinn, and Harris 2000). It is not always clear, however, that this expansion of job breadth is viewed as entirely discretionary on the part of the members. Many may genuinely believe that these actions are requirements of their jobs; this is a factor that needs further research. A related phenomenon is that those operating in high-LMX relationships tend to experience a sense of substantial psychological empowerment (a type of job broadening). At the same time, and to the detriment of employee empowerment efforts, out-group members tend to experience much less actual empowerment (Gómez and Rosen 2001).

Research on Other Propositions of the Theory

A problem for leader–member exchange theory, as for certain other theoretical positions, is that the perceptions of subordinates do not match up well with those reported by their superiors. Gerstner and Day’s (1997) meta-analysis finds a corrected correlation between the two LMX values of 0.37, significant but by no means sufficient to say the two are measuring the same thing. Chemers (1997) takes this disparity to mean that at least in some cases leader–member exchanges derive from perceptions and assumptions more than factual realities. It is possible that the problem reflects in part the fact that subordinates tend to report on their perceptions of the position and its status-based relationships as much as on their perceptions of the person (see Chapter 12).

Theory states that high-quality dyadic relationships tend to form based on similarities. Although the matter of demographic similarity has produced mixed results to date, perceived attitudinal similarity does characterize these dyads (Engle and Lord 1997), as does emotional similarity (Bauer and Green 1996). Liking for each other is also tied into this constellation, and agreement with leaders is stronger for those members in a high-quality LMX (Gerstner and Day 1997). Thus the similarity proposition receives considerable support, at least insofar as particular types of similarity are involved.

Several studies have considered the longitudinal development of dyadic relationships from their inception and thus the role-making process (Liden, Wayne, and Stilwell 1993; Bauer and Green 1996). It appears that as high-quality relationships emerge, and they do so very quickly, the leader grants considerable latitude to the member, and delegation occurs frequently. The importance of delegation in the exchange has been noted by Schriesheim, Neider, and Scandura (1998) as well. This pattern involving delegation is consistent with the trust-building and trust-testing features of the role-making component of leader–member exchange theory. In this manner role routinization occurs. However, it is also apparent that performance is not the only factor operating in high-quality dyadic relationships (Liden, Wayne, and Stilwell 1993; Liden, Sparrowe, and Wayne 1997). Affective reactions most frequently manifest in mutual liking are closely intertwined with the performance aspect; there may well be an ingratiatory feature. This nonperformance component of LMX appears to account for its multidimensional nature.

Graen’s international research has focused on Japanese applications of the theory. Others, however, have found that the theory generalizes to China as well. In general, the theory appears to exhibit good validity with Chinese subjects. Another extension based on research has to do with the conceptually similar mentoring construct. It appears that as perceived by subordinates, mentoring and high-quality LMX relationships are indistinguishable. Yet the superiors involved react to the two differently and for them they appear to be empirically distinct (Scandura and Schriesheim 1994). Presumably the superiors are influenced by the fact that mentoring often occurs across the boundaries of the immediate work group.
Although certainly not part of leader-member exchange theory in its present form, there are findings that link that theory with goal-setting theory (Klein and Kim 1998). It has been found that LMX can operate to exert a strong positive influence on goal commitment (see Chapter 10). This influence occurs for high-LMX people, but it disappears completely when the LMX is low. A substantial goal commitment-performance correlation given high LMX occurs, which is non-existent with low LMX.

There are other findings: research into the dynamics of the exchange in leader-member relationships, and the positive role of reciprocity in that exchange, provides strong support for theory (Uhl-Bien and Maslyn 2003). One would expect that high communication frequencies would serve to facilitate more positive performance ratings in high-quality leader-member exchanges, and that is what was found, in accord with the theory (Kacmar, Witt, Zivnuska, and Gully 2003). At low levels of LMX, frequent communication within the exchange was associated with less favorable performance ratings, however.

The research considered in this section provides considerable support for the validity of leader-member exchange theory in a number of its component aspects. We have not as yet touched upon the extension of the theory beyond the within-group vertical dyadic relationship to networks of dyads, to horizontal and diagonal dyads, and to higher levels of aggregation within the focal organization and even across organizational boundaries, however. Graen and Uhl-Bien (1995) envisage such an extension beyond leadership, perhaps to create macro theory; House and Aditya (1997) view the prospects here as promising; and Uhl-Bien, Graen, and Scandura (2000) present one limited approach of this type tied to social capital formulations.

Nevertheless, the fact is that no really comprehensive theory of this kind exists, and the subject has been raised intermittently for a number of years. Is it likely that expanded, valid macro theory will emerge from leader-member exchange theory as it currently exists? I do not think so. The domain of the theory now is narrow and specifically delimited. The relationships involved have been shown to be almost entirely within-group in nature; they do not support the average leadership style or a between-groups model (Schriesheim, Neider, and Scandura 1998). The phenomenon is real enough, but using it to understand macro-organizational functioning represents a large theoretical leap. Dyadic linkages could well be part of such a theory, but that leader-member dyads actually drive organizational level processes and structure seems unlikely. A very limited body of research supports this conclusion. In general, macro-level variables that relate to other factors do not relate to LMX (e.g., see Wayne, Shore, Bommer, and Tetrick 2002). My belief is that if leader-member exchange theory is to move to the macro level, this will happen through an integration into some concept of relational wealth (see Leana and Rousseau 2000). Yet no movement in this direction by either party is currently in evidence.

New Theoretical Directions and Their Prospects

Leader-member exchange theory does not lack for alternative or supplementary theorizing, much of it serving the purpose of expanding the domain of the basic theory in some way, just as Graen has been trying to do. Thus, as is often noted, leaders do deal with all members of the group on occasion, and thus the concept of an average leader-group relationship does have meaning, as Fiedler’s contingency theory posits (see Chapter 13). Leader-member exchange theory had its origins in the idea that there is more to within group functioning than average leadership style, and that is clearly true, but it does not mean that dyadic relationships are the whole story. A theory that goes beyond dyads simply at the group level, not into organization level phenomena and complex networks, would seem to offer the prospect of achieving greater understanding without
requiring a major domain expansion. Such a theory would, however, need to add new constructs to those of leader–member exchange theory. Group goal commitment might be one such related construct.

As it has become evident that high-quality leader–member exchanges involve something more than a purely work-based relationship and that in this regard LMX is multidimensional, there has been increasing concern with affective considerations and the liking that develops between two people. This has eventuated in theory development dealing with how friendship relationships enter into leader–member exchanges (Boyd and Taylor, 1998). Propositions have been set forth and research questions proposed. The idea is that by utilizing the concept of a developing friendship, new insights into the nature of LMX may be obtained. This remains to be demonstrated. It gets into such matters as romances that develop at work, matters that Graen and his coworkers have avoided by emphasizing the work-based rather than friendship-based nature of the vertical dyad relationship.

Certainly, extensions of this kind are warranted, given the direction research findings have taken, and they may even prove quite fruitful in understanding how organizations operate. The propositions, which involve similarity, extent of contact, power distance, quality of reward levels, attribution processes, charismatic features, overly close or exploitive relationships, and their ties to LMX, appear promising and worthy of testing. But to date research tests have not been carried out, and without them we cannot determine how useful this line of theorizing really is.

A related extension to the theory involves diversity issues, specifically gender and race, but also perhaps age and disability. Graen (2003) has edited a volume on this issue, but little by way of original research is presented there. To date the theoretical position is that demographic similarity should foster high-quality LMX relationships; yet the research is decidedly mixed as to its support for this proposition. Similarity clearly operates in other respects to foster high-quality relationships but not necessarily demographic similarity (Erdogan and Liden 2002). The one exception is that studies indicate that same-sex dyads are characterized by higher LMX, particularly so for female–female dyads (see Varma and Stroh 2001).

Scandura and Lankau (1996) argue that because LMX is fundamentally based on the connectedness of one person to another, it should incorporate diversity variables reflecting the nature of today’s workforce. It is not entirely clear whether this view stems from a value-based position or a scientific one. No formal theory on the matter is proposed, although suggestions along these lines are offered. Whether the specific inclusion of diversity issues in leader–member exchange theory might prove fruitful from a scientific perspective is inevitably dependent on how the issues are formulated, what variables are included and what relationships involving them are posited, and how the research tests turn out. At present we appear to be a long way from having answers in these areas.

Dansereau, a major participant in the early development of vertical dyad linkage theory, has proposed a theoretical position that is in a number of respects more an alternative to Graen’s theorizing than an extension to it. The development of Dansereau’s (1995) thinking is outlined in Table 14.3. The break with leader–member exchange theory appears to have occurred in late stage 2. The key concepts here are a view of leadership as individualized, operating differently with each other member of a dyad (consistent with a clinical approach to superior–subordinate relationships) and the emphasis on the leader’s role in providing a sense of self-worth (consistent with the concept of self-efficacy). This approach takes a different direction from leader–member exchange theory, although it stems from the same origins, and the two are not necessarily fully contradictory. It appears to have very good prospects as a way to gaining a more complete understanding of a leader’s relationships with others, although it represents only one aspect of leadership (Mumford, Dansereau, and Yammarino 2000).
Another derivative theory is in part the product of another of Graen’s coworkers, Robert Liden. The approach has been stated somewhat differently in various sources as it attempts to focus on somewhat different problems, but the key features remain the same (see Liden, Sparrowe, and Wayne 1997; Sparrowe and Liden 1997). The central idea is to put exchange theory back into leader–member exchanges and to use the concept of reciprocity to accomplish this. Furthermore, the context of these exchanges is viewed as important, and social network analysis is invoked to deal with this context. Roles are viewed as multidimensional, and affect, loyalty, contribution, and professional respect are considered to be the key dimensions of the roles inherent in the LMX relationship. A set of propositions that represent the latest extensions of this approach is contained in Erdogan and Liden (2002). Several of these propositions relate to the problem considered next.

A final derivative theoretical approach seeks to deal with the problem posed by the following quote:

[I]n order to effectively apply LMX theory it is necessary to understand what constitutes desired, acceptable, and effective relationships between superiors and subordinates. In collectivistic societies, group identification often defines individual self-concept... Differences in interpretation of specific behaviors across cultures can lead to deviations from the

---

**Table 14.3**

**The Development of Dansereau’s Dyadic Approach to Leadership**

**Phase 1. (1972–77) Allowing for More than the Traditional (ALS) View**

Although an individual may be a leader, in part due to his or her individual style or individual difference, this is only one possible component of leadership. This traditional individual difference view is sometimes referred to as the average leadership style (ALS) approach.

**Phase 2. (1978–83) Development of the (VDL) Vertical Dyad Linkage (Dyad–Group) Approach**

An individual may be a leader for some individuals (in-group members) and not for others (out-group members). Leaders discriminate among individuals against the backdrop of the formal assignment of subordinates to leaders.


Individuals link with other individuals on a one-to-one independent dyadic basis. A leader may link with many other individuals, as well as with only a few individuals and not others. It depends on the two individuals: the leader and the other individual. It does not depend on the formal assignment of subordinates to groups or on the style or individual differences of the leader.

**Phase 4. (1990 and beyond) Source of Linkages in the Individualized Leadership Approach**

Individuals become leaders by providing a focal person with a sense of support for the focal person’s self-worth as an individual. Individuals become followers from receiving a sense of self-worth from the leader and perform in ways that satisfy the leader and themselves; in the process, they validate their own sense of self-worth. For other individuals (nonfollowers), leaders do not provide a sense of self-worth. Nonfollowers may or may not be located in a formal supervisory unit (i.e., in-groups and out-groups are not required in each formal group).

*Source: Adapted from Dansereau (1995, 481–86).*
predicted course of LMX development in multicultural environments, restricting its applicability. (Aditya, House, and Kerr 2000, 157)

This situation is comparable to that existing when equity norms are set against either equality or need-based norms (see Chapter 9). In both such cases there are contexts in which a theory simply does not work.

The social identity model of leadership (van Knippenberg and Hogg, 2003) takes the position that LMX theorizing is much less effective within groups that are highly salient and with which people identify strongly. In such contexts a collective spirit tends to dominate, and members may prefer to be treated equally by the leader; thus, depersonalized leader–member relations are perceived to be more effective. Research consistent with this position is presented, conducted with groups from organizations in the United Kingdom and India. But remember that LMX has been found to operate effectively in Japan and China. Thus, we are not dealing with a clear-cut United States versus the rest of the world dichotomy here. Considerable research is needed to sort all of this out.

Applications for Organizations and Individuals

We have already considered one type of intervention arising out of leader–member exchange theory. This intervention is described in three publications (Graen, Novak, and Sommerkamp 1982; Scandura and Graen 1984; Graen, Scandura, and Graen 1986). It appears to offer promise, but there has been little by way of follow-up to this work. The intent is to create as many dyadic relationships of a high-quality nature as possible, and the normative theory involved states that expanding the opportunity for high-quality exchanges to everyone should improve performance overall.

It is apparent that in the research reported, when high LMX formation was facilitated by the training and treatment, performance did improve. However, there are remaining uncertainties that have never been resolved. It appears that an initial increase in performance levels was followed by a return to base-line conditions, suggesting that the effects were short-lived. It is possible that the facilitated relationships were not maintained, although the data indicate that at least for a time, high-quality exchanges were induced on a widespread basis.

The problem discussed previously involving the apparent moderator effects of high growth-need strength coupled with the finding of improvements focused among those with former low-quality exchanges is perplexing. Furthermore, although an argument in favor of the approach is that it acts to deal with feelings of inequity by making high-quality exchanges available to all, it also serves to eliminate any elitist motivations that may have driven the behavior of high LMX people previously. These individuals may well have considered themselves winners before, but with the intervention this status is taken away from them.

All in all the value of an across-the-board high-quality exchange intervention must be considered promising but uncertain at present. It has not had widespread application, and it should not until the uncertainties are resolved. This area contains some of the greatest research needs surrounding LMX theory. In particular, studies should be conducted over considerable periods of time to resolve the questions involving continuing effects. Also, the role of growth-need strength needs to be established both in normal dyad formations and in facilitated relationships. Until these questions are resolved, applications of the training to practice on other than an experimental basis do not seem warranted (see Erdogan and Liden 2002).

A related application is concerned not with what organizations should do to improve their effectiveness, but with what individual members should do to achieve their personal ends (Graen 1989). The focus is on things a person should do to achieve fast-track status in management, what
unwritten rules exist in organizations, and how to become an insider who understands these rules and follows them to move up the hierarchy. These unwritten rules are part of the informal organization and constitute the secrets of organizational politics.

There are fifteen such secrets of the fast track:

1. Find the hidden strategies of your organization and use them to achieve your objectives. (This involves forming working relationships—networks—with people who have access to special resources, skills, and abilities to do important work.)
2. Do your homework in order to pass the tests. (These tests can range from sample questions to command performances; you should test others, as well, to evaluate sources of information.)
3. Accept calculated risks by using appropriate contingency plans. (Thus, learn to improve your decision average by taking calculated career risks.)
4. Recognize that apparently complete and final plans are merely flexible guidelines to the actions necessary for implementation. (Thus, make your plans broad and open-ended so that you can adapt them as they are implemented.)
5. Expect to be financially undercompensated for the first half of your career and to be overcompensated for the second half. (People on the fast track inevitably grow out of their job descriptions and take on extra duties beyond what they are paid to do.)
6. Work to make your boss successful. (This is at the heart of the exchange between the two of you and involves a process of reciprocal promotion.)
7. Work to get your boss to promote your career. (This is the other side of the coin and involves grooming your replacement as well.)
8. Use reciprocal relationships to build supportive networks. (It is important that these be competence networks involving effective working relationships and competent people.)
9. Do not let your areas of competence become too narrowly specialized. (Avoid the specialists trap by continually taking on new challenges.)
10. Try to act with foresight more often than with hindsight. (Be proactive by identifying the right potential problem, choosing the right solution, and choosing the best implementation process.)
11. Develop cordial relationships with your competitors: Be courteous, considerate, and polite in all relationships. (You need not like all these people, but making unnecessary enemies is an expensive luxury.)
12. Seek out key expert insiders and learn from them. (Have numerous mentors and preserve these relationships of your reciprocal network.)
13. Make sure to acknowledge everyone’s contribution. (Giving credit can be used as a tool to develop a network of working relationships.)
14. Prefer equivalent exchanges between peers instead of rewards and punishments between unequal partners. (Equivalent exchanges are those in which a resource, service, or behavior is given with the understanding that something of equivalent value will eventually be returned; this requires mutual trust.)
15. Never take unfair advantage of anyone, and avoid letting anyone take unfair advantage of you. (Networks cannot be maintained without a reputation for trustworthiness.)

To aid in achieving the goals of these secrets, there are discussions of reading the unwritten rules, finding out whether or not you are on the fast track, methods of getting on the fast track, outgrowing your present job, developing resources with superiors and competent peers, solving problems, obtaining
inside information, developing fast-track leadership, and discovering the broader organizational picture. This is a comprehensive manual for moving quickly up the hierarchy, with many appealing ideas.

More recently, in another book, Graen (2003) has revisited this topic and set forth another partially overlapping list of thirteen actions that distinguish key players from others (i.e., high-quality LMX players from low-quality LMX others). These guidelines (based on Graen 2003, 17–20) for how to play the hierarchy and gain fast-track status are as follows:

1. Demonstrate initiative to get things done (i.e., engage in organizational citizenship behaviors).
2. Exercise leadership to make the unit more effective (i.e., become an informal group leader).
3. Show a willingness to take risks to accomplish assignments (i.e., go against group pressures in order to surface problems if necessary).
4. Strive to add value to the assignments (i.e., enrich your own job by making it more challenging and meaningful).
5. Actively seek out new job assignments for self-improvement (i.e., seek out opportunities for growth).
6. Persist on a valuable project after others give up (and learn not to make the same mistake twice).
7. Build networks to extend capability, especially among those responsible for getting work done.
8. Influence others by doing something extra (i.e., this means building credibility and adjusting your interpersonal style to match others).
9. Resolve ambiguity by dealing constructively to resolve ambiguity (i.e., gather as much information as possible and obtain frequent feedback).
10. Seek wider exposure to managers outside the home division, which helps in gathering information.
11. Build on existing skills. Apply technical training on the job and build on that training to develop broader expertise; be sure not to allow obsolescence to creep in.
12. Develop a good working relationship with your boss. Work to build and maintain a close working relationship with the immediate supervisor (Strive to build a high quality LMX, devote energy to this goal—see Maslyn and Uhl-Bien, 2001).
13. Promote your boss. Work to get the immediate supervisor promoted (i.e., try to make that person look good; as your boss goes up, so well may you).

Graen (2003) does not present this second list as a replacement for the first. In both instances there are frequent references to studies and the results of studies. Some of what is said is clearly research based, but there are normative statements that go beyond the research as well. The ideas are intriguing and they have the ring of truth. Not all are supported by research, nor does Graen claim that they are. All in all, efforts of this kind would seem to be a useful contribution to organizational behavior practice, although one could wish for a somewhat more solid empirical underpinning. For instance, is it the high-growth-need people who are most likely to take these ideas and run with them? Do we have here sets of guidelines that are applicable only to certain individuals (or to everyone, as Graen implies)?

**CONCLUSIONS**

Assessments of leader-member exchange theory and its applications in the literature reach somewhat varied conclusions. Yukl (2002) seems to feel that even more improvements are
needed to overcome various conceptual weaknesses and that the research is still insufficient. Elkins and Keller (2003) focus on implication for research and development units and reach much more favorable conclusions, especially with regard to the propensity for high quality leader–member exchanges to foster innovation and creativity. Schriesheim (2003) is critical on the grounds that the theory is concerned with what happens at the level of the dyad, but empirical measurement at that level is rare if not nonexistent. Erdogan and Liden (2002) present a positive picture of the theory as developed to this point, while indicating a potential for significant extrapolation to deal with new issues that the theory has unearthed. Gerstner and Day (1997) draw upon their meta-analysis to indicate that the theory predicts a number of significant outcomes and does so quite well.

I would take issue with certain of the questions involving research findings on the evidence that other data refute many of these criticisms. In support of this interpretation, let me draw on a set of studies reported by Schriesheim, Castro, Zhou, and Yammarino (2001). They say, after describing their research, which they believe more correctly deals with the dyadic relationship within LMX:

The results in both samples support a between-dyads perspective, suggesting the presence of differentiated dyads consistent with LMX theory. (541)

As a whole, then, these results show relatively good support for both the substantive hypothesis and the level of analysis predictions that are drawn concerning LMX theory. . . . [T]he results of this study support the LMX approach. (542)

With respect to LMX theory, our illustrative study supported a fundamental LMX prediction of multiple levels of analysis. . . . We believe that the LMX approach has merit. (543).

With these reviews in mind, I turn to the evaluations presented at the beginning of the chapter. The importance rating by peers is at 4 stars with an actual rating of 4.69, very good among leadership theories. The estimated validity is 5 stars based upon my assessment of the research, which is without question voluminous and in recent years at least has been of very high quality. There are many questions that the theory has unearthed that remain unanswered, but without the theory these questions would never have been asked. As to estimated usefulness, the applications that have been proposed, and it is to the theory’s credit that they do exist, indeed show promise. Yet maximizing the number of high-quality leader–member exchanges in a group may well be self-defeating, and following the rules for achieving fast-track status has not been shown to work in all instances. Given the need for further research here, the 3-star rating seems warranted.

In the next chapter we take up a completely different type of theory, still, however, with its origins in the Ohio State leadership research. This theory derives much of its content from the information-processing approach and is of a thoroughly cognitive nature.
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Robert Lord’s views were developed over a period of roughly fifteen years during which he and his colleagues conducted a number of studies culminating in several theoretical articles and later still, a book (Lord and Maher 1991a). The version of the theory presented in this book is given primary attention here simply because it is more comprehensive than are the articles. However, the path followed in getting to Leadership and Information Processing: Linking Perceptions and Performance is outlined in order to provide insight into the sources of this more comprehensive presentation of the theory.

BACKGROUND

Born in 1946, Robert Lord received a Ph.D. in industrial/organizational psychology from Carnegie-Mellon University in 1975; his B.A. is in economics from the University of Michigan. At Carnegie
he was strongly influenced by the thinking of Allen Newell and Herbert Simon (1972). At essentially the time of obtaining his doctorate, Lord accepted a faculty appointment in psychology at the University of Akron, where he has remained since.

In conducting his research and developing his publications, Lord has frequently been joined by various individuals who began as doctoral students in psychology at Akron. After these individuals moved on to their first professional positions at other universities, these collaborations continued in a number of instances. Karen Maher, Lord’s coauthor in writing up the comprehensive theory and in several other scholarly endeavors as well, was one such individual. She took a position in the business school at the University of Missouri–St. Louis after completing her doctorate at Akron.

DEVELOPMENTS PRIOR TO THE 1990s

The initial impetus to Lord’s research and theorizing on information processing and leadership came from laboratory investigations conducted at Carnegie in connection with his dissertation. This work dealt with relationships among task structure, leader behavior, and group performance; it extended to the matter of perceptions of leader behavior and the role of stereotypes in this process (Lord 1976, 1977).

This work was followed by a series of studies intended to explain much of the variance in leader behavior questionnaires, with particular reference to consideration and initiating structure (from the Ohio State studies), in terms of follower-implicit theories and biases. The focus was on demonstrating that leader behavior as such could not explain the results obtained, and that other factors of a primarily perceptual and cognitive nature within those providing the descriptions and ratings were heavily involved (Rush, Thomas, and Lord 1977; Lord, Binning, Rush, and Thomas 1978; Binning and Lord 1980; Lord, Phillips, and Rush 1980; Rush, Phillips, and Lord 1981). A similar approach was applied to attribution theory findings with the objective of demonstrating that causal attribution processes often stem from cognitive categorizations on the part of a perceiver. Some of this literature was discussed in Chapter 11, but there were earlier studies as well (Phillips and Lord 1981, 1982).

The studies noted to this point were all carried out with students in laboratory settings. A program of research involving perceptions of political leaders deviated somewhat from this model, but still faced similar limitations (Foti, Fraser, and Lord 1982). All of this research involved the testing of prestated hypotheses and in this sense involved theory, but the theory was not extensively developed and lacked integration. Beginning in 1982, however, Lord began to concentrate on the theoretical underpinnings of his research and to publish more extensively along theoretical lines (Lord, Foti, and Phillips 1982). Research now became more theoretically based (Lord, Foti, and DeVader 1984). This move from a primary concern with research controls and methodology to an emphasis on developing good theory continued up to and through the publication of the Lord and Maher (1991a) book. Examples include Lord (1985), Lord and Kernan (1987), and Day and Lord (1988).

Figure 15.1 provides a theoretical model developed in this period to indicate the steps involved in social perception. The following quote indicates what is involved:

These steps were chosen because they represent the major points at which information is filtered or changed by social information processing. Information input involves a *selective attention/comprehension* step in which relevant information is selected from a
complex social environment, in part through the process by which it is comprehended or recognized; a step in which noticed information is encoded and simplified into a form more easily stored in long-term memory; and a storage and retention step during which information is frequently altered through integration with subsequent information concerning the stimulus person. Information output involves two conceptually distinct but highly related steps: the retrieval of relevant information and the translation of information into required judgments such as causal attributions or the selection of the appropriate response for each item on a questionnaire. (Lord 1985, 89, emphasis in original)

Figure 15.1 depicts these steps and shows that information processing is:

- highly dependent on heuristic or automatic processes associated with cognitive schema... which reduce information processing demand while still yielding reasonable, albeit suboptimal, social judgments. That is, perceivers simplify perceptions of complex social stimuli by classifying them into already existing, contextually meaningful categories such as leader/nonleader (A*). Once so classified subsequent information processing can rely primarily on these well learned schema (category prototypes) (A₁ to A₅) rather than the observed stimulus characteristics (SA₁ to SA₃). Though cognitively economical, reliance on prototypes as an information processing aid can result in systematic distortions of stimulus descriptions (e.g.,...
RA₄ and RA₅) or social judgments. In addition, reliance on such automatic processes will reduce the relationship of “behavioral ratings” to the behaviors psychologists want to measure. Particularly troublesome is the possibility that “sensible” ratings (RD₁ and RD₅) can be produced for behaviors that were never seen. . . . Thus, clusters of “behavioral” items with high covariances may reflect rater effects rather than traits of the stimulus person being rated. (Lord 1985, 89–91)

Although there was a substantial development of theory during the 1980s, the intermixture of theory and research continued in this period (e.g., see Foti and Lord 1987). This is not a theory that lacks for either research tests or inductive stimulation from empirical sources.

**LINKING PERCEPTIONS AND PERFORMANCE**

From the preceding discussion it would seem that the theory developed deals only with perceptual processes and thus is more closely allied to the consideration of attribution processes in Chapter 11 than to the leadership focus of Part III. Certainly, perceptions of followers are given considerable attention. However, the theory also deals with how these perceptions influence the outcomes of the leadership process and more directly with leadership as a determinant of performance. The theory presented in Lord and Maher (1991a) is both one of leadership perception and of executive performance. Yet the authors define leadership as the process of being perceived by others as a leader. It involves “behaviors, traits, characteristics, and outcomes produced by leaders as these elements are interpreted by followers” (11).

**Human Information Processing**

The theory uses the term *knowledge structure* to refer to cognitive schemas that also may be called scripts, plans, categories, implicit theories, prototypes, or heuristics. There is considerable variation in usage among these terms. Categorization processes serve to group nonidentical stimuli into sets that are treated as equivalent, even though they are not.

Four models of information processing are distinguished. The first is *rational* and is illustrated by the “naïve scientists” of attribution theory. It assumes an optimizing process that is often not possible. The second is of *limited capacity* and includes satisficing. The third is *expert* and, although limited-capacity in nature, relies on well-organized or highly developed knowledge structures applied to a specific content domain. The fourth is *cybernetic* and relies heavily on feedback from a task or social environment. Humans are flexible in their information processing and tend to move back and forth across these models, although the limited-capacity form is the most frequent; leadership categorization theory is of this type.

These four models are described elsewhere as well (Lord and Maher 1990), and the distinctions involved are set forth in Table 15.1.

**Recognition-based and Inferential Processes**

Perceivers of leadership may utilize *automatic processes*, which operate outside awareness, devoid of intent, without interfering with other cognitive tasks, and with minimal effort. In contrast are *controlled processes*, which have antithetical features—awareness, intent, interference, and effort. At the same time, leadership may be *recognized* from qualities and behaviors evidenced in
the course of normal interactions, or it can be inferred from the outcomes of relevant events. Using these ideas, a two-by-two classification may be developed to describe alternative processes involved in leadership perceptions:

- automatic, recognition-based—prototype matching with face-to-face contact
- automatic, inferential—perceptually guided involving simplified causal analyses
- controlled, recognition-based—prototype matching using socially communicated information
- controlled, inferential—logically based and comprehensive causal analyses

Category prototypes develop from experience and represent attributes that become associated with each other to form an abstract image in long-term memory; they are expected to vary across contexts. Due to the fact that substantial experience is required to build prototypes, recognition-

---

### Table 15.1
Comparison and Evaluation of Information Processing Models

<table>
<thead>
<tr>
<th>Features</th>
<th>Rational</th>
<th>Limited capacity</th>
<th>Expert</th>
<th>Cybernetic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Information requirements</td>
<td>Knowledge of expectancies and utilities for many alternatives</td>
<td>Knowledge of expectancies and utilities for a few salient alternatives</td>
<td>Highly selective use of schema relevant information</td>
<td>Selective use of current information along with recall and evaluation of past actions</td>
</tr>
<tr>
<td>Choice process</td>
<td>Optimization by maximizing expected utility; evaluation of all alternatives</td>
<td>Simplified by heuristic evaluation procedures; and termination when satisfactory alternative is found</td>
<td>Very good alternative recognized by automatic match with information in long-term memory</td>
<td>Feedback guided use of recognition or heuristic processes</td>
</tr>
<tr>
<td>Perceptual requirements</td>
<td>Accurate perception of environment based on surface features</td>
<td>Accurate perception of limited environment based on surface features</td>
<td>Accurate perception of limited environment based on meaning</td>
<td>Perception of limited environment and ability to shift perspectives over time</td>
</tr>
<tr>
<td>Short-term memory</td>
<td>Extensive capacity</td>
<td>Moderate capacity</td>
<td>Low capacity</td>
<td>Very low capacity</td>
</tr>
<tr>
<td>requirements</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Long-term memory requirements</td>
<td>Extensive information accessed and transferred to short-term memory</td>
<td>Moderate amount of information accessed and transferred to short-term memory</td>
<td>Extensive, highly organized, and accessible long-term memory; minimal information transferred to short-term memory</td>
<td>Varies depending on task familiarity; new task—same as limited capacity; familiar task—same as expert</td>
</tr>
<tr>
<td>Type of process emphasized</td>
<td>Controlled, serial, analytic</td>
<td>Controlled or automatic use of heuristics; serial</td>
<td>Automatic parallel</td>
<td>Learning; controlled or automatic; serial</td>
</tr>
<tr>
<td>Timing of processing</td>
<td>Prior to choice or behavior</td>
<td>Prior to choice or behavior</td>
<td>Prior to or concurrent with choice or behavior</td>
<td>Intermixed with choice or behavior</td>
</tr>
<tr>
<td>Descriptive accuracy</td>
<td>Weak</td>
<td>Strong</td>
<td>Moderate</td>
<td>Strong</td>
</tr>
<tr>
<td>Prescriptive value</td>
<td>Strong</td>
<td>Weak</td>
<td>Strong</td>
<td>Strong</td>
</tr>
</tbody>
</table>

*Source: Adapated from Lord and Maher (1990, 12, 17).*
based perceptions involve expert information processing. Much recognition-based perception of leaders is automatic, but the same categories, and prototype matching, can be used where the stimulus is socially communicated information, not face-to-face contact.

Inferential processes have an attributional aspect in that leadership is inferred from causal analyses related to successful task organizational performance in the past. While leadership at lower levels tends to be automatic and recognition-based, executive leadership may involve any of the other three processes (including both automatic and controlled inferential). Automatic inferential processing occurs when leadership is assumed because the person is salient for, or close to, favorable events. Controlled inferential processes reflect a more careful analysis of potential causal agents. Under conditions of information overload, the automatic version tends to prevail.

**Information Processing and Change**

*Person-based processing* into memory results in classifying people as to traits and related behaviors. *Event-based processing* yields analogous schema called scripts which are goal-based and help to make sense of perceived events or to generate actions to attain goals. Both may be updated and changed through cybernetic feedback, but there are differences between what happens when controlled processes are involved and automatic processes. Change via controlled processing tends to be gradual and incremental; automatic processing, on the other hand, produces discontinuous change, as there may well be a shift to an entirely different category.

Changes of the latter type can be quite dramatic. Linear relationship models are not adequate to the task involved, and Lord and Maher (1991a) invoke graphs based on catastrophe theory to depict what occurs. Essentially, with automatic processing, an initial categorization serves as a source of cognitive inertia that must be overcome before a shift occurs. This resistance to change produces bias, but “exactly what processes produce the sudden shift to another category requires further research” (84). A three-dimensional catastrophe theory graph with continuous change on the back surface and discontinuous change on the front is shown in Figure 15.2. This graph combines the change mechanisms of both controlled and automatic processing. The former is considered to be by far the more accurate (free of distortion). Although catastrophe theory allows for mathematical statements of theory, only the graphical presentations are utilized by Lord and Maher (1991a) in their leadership theory.

This approach to the subject of changing cognitive structures is applied to perceptions of women in management in a separate chapter with an added coauthor (Baumgardner, Lord, and Maher 1991). The essential idea is that female managers tend to be categorized as women, not as leaders, with a resulting bias that is a consequence of information-processing limitations, not intentional discrimination. Included here is the resistance to recategorization from woman to leader when automatic processing is involved, even as increased leader performance information is received.

Sex-related stereotypes are hypothesized to operate differently at different hierarchic levels. Within lower management, gender-related categories are particularly easily accessed; due to a lack of performance history, inferential processes tend to be weak. This is less true in middle management, and leadership categories are more readily accessed so that women in these positions are more able to establish leadership perceptions. However, at the upper executive levels, a scarcity of women and frequent resort to limited-capacity processes by external constituents can reverse this favorable trend.

**Culture, Information Processing, and Leadership**

The theory’s handling of culture draws heavily on Schein’s formulations (see Miner 2002). Culture perpetuation and change are a function of (1) values and beliefs, (2) schemas related to
problem solving and behavior or to social perceptions and interactions (both equivalent to Schein’s assumptions), and (3) a factor not considered by Schein—the type of information processing (rational, limited-capacity, expert, cybernetic). With regard to the latter, different facets of culture may be generated by different types of information processing, although the limited-capacity type is the most frequent guiding process. Culture change is difficult simply because the rational processes that guide values do not operate often to generate cultural schemas.

Leaders can influence culture as Schein indicates, even if not easily. Change is most likely during periods of crisis, when leadership is defined so as to expand discretion (a type of perceptual credit-granting), and when the culture is weak. Cultures, especially strong cultures, constrain what leaders can do and thus the changes that are possible. The process of culture change may involve changing values, as many have proposed, but more frequently schemas must be changed (consistent with Schein), as when new leadership is installed or subcultures come to achieve dominance. One method of changing schemas is to shift from the limited-capacity or expert processing of an existing culture to cybernetic or rational modes, and then back to new schemas with automatic processing. In any event, changes in type of information processing are essential, along with schema changes, if substantially revised behavior is to be achieved.

**Leadership Effects on Performance**

To this point the theory has been concerned with the perception of leadership by others. However, there are also effects that leadership exerts on performance. Here the theory moves be-
beyond the realm of perception. A distinction is made between direct and indirect means by which performance may be affected. In the direct case influence is exerted on subordinates, decisions, or policies. At lower levels this means leader behavior that shifts subordinate skills or motivation, thus impacting performance. At executive levels changes are made in aspects of the organization—technology, size of workforce—that are closely related to organizational performance.

Indirect means, on the other hand, involve influencing conditions that in turn affect subordinates, decisions, or policies. There is now an intervening mechanism in the linkage. At lower management levels this can be the socialization process or the nature of dyadic exchange. At executive levels it can be the organization’s culture, as well as related cognitive schemas and the strategic thrust. Indirect leadership yields much slower feedback and has less impact on leadership perceptions than direct. The leadership literature in general has been less concerned with indirect means, but they are important nevertheless.

Lord and Maher’s (1991a) theory advances a clear hypothesis that leadership can exert a causal impact on performance. The executive succession literature is reviewed and re-analyzed in this context. The conclusion, consistent with the dominant hypothesis, is that “if properly interpreted, these studies show that succession has a substantial impact on performance” (190). Leadership effects are most likely to be in evidence when executive discretion is high and during periods of reorientation (rather than convergence).

Catastrophe theory is again brought to bear to explain how these change processes are expected to operate. The graph that results is similar to Figure 15.2, but the three variables utilized are different. The nature of change (incremental to discontinuous) is substituted for the controlled-automatic variable in Figure 15.2. This nature of organizational change variable and environmental fit (instead of prototype fit) are the two control variables:

Discontinuous (catastrophic) change is represented on the front surface . . . continuous (linear) change is represented on the back face.

Discontinuous change involves shifts in schemas that guide leaders’ perceptions of the environment; continuous change reflects incremental shifts within an existing schema. The type of change affects organizational performance.

The degree of fit with the environment is also a factor incorporated into this model. Thus, the degree of environmental fit and the nature of organizational change processes (convergence or reorientation) affect organizational performance. The model also accounts for the history of evolutionary processes within an organization. Organizations at the same level of environmental fit but approaching it from different directions can have different levels of performance, based on their history.

The impact of leadership is also different, depending on the location of the organization on the performance surface. On the back face, lower- and middle-level managers can maintain the organization’s performance. Similarly, symbolic activities on the part of top leaders also serve to keep the organization operating on the back surface. Organizations on the front, or discontinuous, face of the cusp model (the crisis region) may require substantive activities on the part of top leaders to yield considerable improvements in an organization’s performance. (Lord and Maher 1991a, 208–9)

The theory then turns to the types of activities executives at the top level may utilize to affect organizational performance. These may be broadly classified as those targeted at the internal environment of the organization, at adapting to external environments, and at influencing exter-
The means proposed may be classified as direct or indirect following the definitions noted previously. Table 15.2 provides examples of these influence processes.

**Table 15.2**

<table>
<thead>
<tr>
<th>Target</th>
<th>Objective</th>
<th>Direct</th>
<th>Indirect</th>
</tr>
</thead>
<tbody>
<tr>
<td>A. Adapting to and influencing internal environments</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. Subsystem organization and management</td>
<td>Rationalization and integration</td>
<td>Define and specify function of roles</td>
<td>Shape top management's schemas; organizing; select those with similar schemas</td>
</tr>
<tr>
<td></td>
<td>Coordination and appraisal</td>
<td>Design and implement management information systems</td>
<td>Use information as sign and symbol</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Target</th>
<th>Objective</th>
<th>Direct</th>
<th>Indirect</th>
</tr>
</thead>
<tbody>
<tr>
<td>B. Adapting to external environments</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. Choice of markets or environments</td>
<td>Increased stability and munificence</td>
<td>Improve strategic planning</td>
<td>Influence top management's schemas; select those with similar schemas</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Target</th>
<th>Objective</th>
<th>Direct</th>
<th>Indirect</th>
</tr>
</thead>
<tbody>
<tr>
<td>C. Influencing external environments</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. Acquisition of resources and maintenance of boundaries</td>
<td>Increased stability and reduced competition</td>
<td>Integrate horizontally or vertically; promote entry barriers and noncompetitive pricing</td>
<td>Create favorable public opinion; enhance image of organization or product</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Target</th>
<th>Objective</th>
<th>Direct</th>
<th>Indirect</th>
</tr>
</thead>
<tbody>
<tr>
<td>2. Government policy (e.g., regulation, taxation, trade)</td>
<td>Policy change to reduce uncertainty or increase resources</td>
<td>Exercise direct political influence</td>
<td>Exercise political influence via other groups (e.g., unions, suppliers)</td>
</tr>
</tbody>
</table>

*Source: Adapted from Day and Lord (1988, 461).*
usually considered to lie within the domain of strategic management. The Miles and Snow (1978) theory and data receive considerable attention, but a number of other theories dealing with strategic phenomena are introduced as well. This discussion is much more speculative, and the tie to the basic body of laboratory research is often lost. Yet the stress on leadership at the top is an effective antidote to the group dynamics emphasis that characterizes most of the earlier leadership literature.

Applied Value

Only in the last two paragraphs of their book do the authors explicitly address the application issue. In this regard it seems best to let them speak for themselves:

> Our bias has been to stress theoretical and conceptual development and to ground ideas in the extant scientific literature. We think, however, the theory has applied value as well. Throughout this book, we discuss many practical issues, such as why females may not be perceived as leaders, how to expand discretion, and how context may limit leadership perceptions, to name just a few. We think that understanding such issues from a theoretical perspective is valuable. In addition, we have extended thinking about leadership by integrating it with theories of information processing and organizational evolution; such extensions are of practical value because they go beyond the experience and perspectives of most individual leaders or organizations.

> A widespread pragmatic issue is that real leaders address problems from a perspective that is too narrow. Our approach suggests ways of expanding leaders’ perspectives by considering alternative types of information processing. . . . A key strategy for leaders to consider is first to diagnose the type of information processing they typically apply to problems and then to consider how the problems might be approached using alternative types of information processing. In doing so, leaders should focus both on processes related to social perceptions and on processes related to performance. (Lord and Maher 1991a, 308)

DEVELOPMENTS SUBSEQUENT TO THE INITIAL THEORY

Following the publication of the comprehensive theory in book form, the authors’ major contribution was an overview of cognitive theory generally, although with little specific reference to leadership processes (Lord and Maher 1991b). In addition, Lord provided several commentaries on information processing as related to aspects of leadership, but without particularly significant new theoretical input to the field (Lord and Hall 1992; Lord 1995).

However, later in the decade of the 1990s, Lord began to develop ideas related to information processing at different levels of analysis, to affective considerations, and to self-identities, while writing with various coauthors, again primarily colleagues at Akron (Hall and Lord 1995; Engle and Lord 1997; Lord and Smith 1999). As with the progression of publications leading up to the book with Maher (1991a), these statements ultimately culminated in a comprehensive theoretical position (Lord, Brown, and Freiberg 1999). This latter represents a significant extension of the basic theory, an extension that is in fact more theoretically elegant than its predecessor, since the ideas are stated in propositional form.

Organization of the Self

The theory starts with the idea that follower self-concepts serve to influence follower behavior and that leaders can affect these self-concepts. The self is a system of self-schemas derived from
experience, and possessing cognitive, affective, and behavioral consequences. At the core are highly stable schemas, but there are also more peripheral aspects whose accessibility depends upon motivational and social contexts. An individual’s self-identity is made up of personal and social identities; the former is a self-categorization based on perceptions of similarities and differences from others (the sense of uniqueness), while the latter is based on how individuals define themselves in relation to the broader social world. There are two levels of social identities—interpersonal and group (or collective). It is assumed that followers are unable to focus on more than one of these three levels at the same time. Propositions then follow. I limit the presentation here to those that are perpetuated in a later version of the theory (Lord and Brown 2004).

Proposition 1. The importance of many leadership and social processes will vary with identity level.

1a. When the self is defined at the individual level, leader expectancy effects, effects of performance feedback, effects of contingent rewards, and procedures related to distributive justice will have greater effects on subordinate behavior and attitudes.

1b. When the self is defined at the relational level, perceived and actual leader–subordinate congruence in attitudes and values, leader affective behaviors, and interactional justice will have greater effects on subordinate behavior and attitudes.

1c. When the self is defined at the group (or organizational) level, structural aspects of procedural justice, organizational identities, and team-based leadership will have greater effects on subordinate behavior and attitudes.

Proposition 2. The effectiveness of leadership activities will depend on whether they are matched to appropriate identity levels. (Lord, Brown, and Freiberg 1999, 175)

Next came a series of propositions related to the working self-concept, which is the portion of the potentially accessible aspects of the self that because of limited attention capacity is actually activated to guide information processing and behavior at a point in time. There are three components—self-views, current goals, and possible selves (broader standards). Leaders’ prophecies for their subordinates’ performance influence self-views:

Proposition 4. The relationship between leaders’ self-fulfilling prophecies and subordinates’ expectancies is mediated by changes in subordinates’ self-views. (178)

Possible selves specify who the individual could be, and these images can be nourished by leaders:

Proposition 6. Linking goals to self-views will accentuate self-enhancement motivations and affective reactions to task feedback, whereas linking goals to possible selves will promote self-verification motivation and cognitive reactions to task feedback.

Proposition 7a. The relation of current goal-performance discrepancies to task satisfaction will be highest when task goals are strongly linked to self-views.

Proposition 7b. The relation of rate of change in goal-performance discrepancies (i.e., velocity) to task satisfaction will be highest when task goals are strongly linked to possible selves.
Proposition 8. The resiliency of task motivation when discrepancies are encountered will be higher when task goals are strongly linked to possible selves and lower when task goals are linked to self-views. (181)

The remaining propositions (there are fourteen in all) deal primarily with how leaders can influence subordinates, and they integrate leader–member exchange theory (see Chapter 14) into the propositions. These formulations are not replicated in a subsequent publication.

Taken as a whole these propositions appear to have something in common with Dansereau’s (1995) views to the effect that the role of a leader is to support the follower’s sense of self-worth and to participate in validating that self-worth (see Chapter 14).

Leadership Processes and Follower Self-Identity

Five years after the 1999 article, Lord and his former doctoral student published a book version of this subsequent theory under the title of the heading of this section (Lord and Brown 2004). In the interval there was relatively little by way of published research dealing with the theory, but considerable dabbling with the theory’s constructs (e.g., see Lord, Brown, and Harvey 2001; Lord, Brown, Harvey, and Hall 2001; Brown and Lord 2001); there was even a new set of propositions (Lord and Emrich 2000), although not in quite the same vein as others. Apparently Lord and Brown were not yet entirely pleased with the theory they were developing. Not surprisingly, therefore, the book that ultimately eventuated contained 31 propositions, only 7 of which had a close resemblance to the propositions contained in the publication of five years earlier.

Although discussing all of these added propositions is not possible here, I will take up at least one of each type to give the flavor of Lord and Brown’s (2004) current thinking.

Proposition 3.1. A leader’s reflected appraisal [our perceptions of how others perceive us] will have a powerful impact on a subordinate’s self-view. The appraisal will be communicated through both cognitive and affective channels and by both explicit and implicit processes. (44)

Proposition 4.2. Leaders can prime [make some schemas more accessible than others] subordinate identities through multiple means with the effectiveness of priming processes varying with
a) the strength and coherence of primes,
b) the salience of leaders,
c) subordinate sensitivity to leadership, and
d) follower differences in the ease with which different aspects of the self can be activated (85).

Proposition 4.4. Leaders can produce permanent changes in subordinate identities by
a) making peripheral aspects of self-identities chronically accessible, and
b) by creating new chronically accessible identities through subordinates’ observation, experimentation, and evaluation of provisional selves. (97)

Proposition 5.4. Patterns of values mediate between leader behavior and working self-concept activation.

Proposition 5.5. Leader behavior has its greatest effect when it activates coherent patterns of values. (120)

Proposition 6.6. Behavior or attitudes toward leaders may be affectively or cognitively (attitudinally) driven. (134)
Proposition 7.1. Identity will influence the dimension of justice that is salient, with individual level identity priming distributive justice, relational-level identity priming interactional justice, and collective-level identity priming procedural justice. (167)

These views utilize some of the constructs of the original information processing theory, while using many other constructs that are new. In many ways follower self-identity theory is a separate theory, but it still has ties back to information processing as its source.

EVALUATION AND IMPACT

The amount of published research dealing with implicit leadership theories was much greater during the late 1970s and 1980s than it was later. The earlier interest appears to have been sparked by the fact that a major research and theoretical thrust—the behavioral description of leadership styles—was in the process of being undermined. Yet research related to Lord's theorizing has continued to the present (e.g., see Weber, Camerer, Rottenstreich, and Knez 2001).

Research on the Perceptual Theory

The four information processing models proposed have not been considered in research that compares and contrasts them, but each model separately has been the subject of a substantial stream of research (Lord and Maher 1990, 1991a). It is apparent that people do use rational, limited-capacity, expert, and cybernetic approaches, although there is no certainty that other approaches are not possible as well.

Of the four, Lord and his colleagues have been concerned in their research primarily with the limited-capacity approach. In this context they have developed considerable evidence in support of the roles of implicit theories and categorization processes in yielding biases inherent in the perceptions of raters. The methodology in much of this research has been to hold actual leader behavior constant via written descriptions or videotapes, and then to vary the labels applied to this behavior. Other studies show that the factor structures of actual (real) and contrived (imaginary) leader behavior patterns look much the same. The studies, whether conducted by Lord or without his participation (see Larson 1982), consistently indicate that implicit theories and categorization processes account for a sizable proportion, though certainly not all, of the variance in perceptions of leadership. This has been demonstrated recently in the hierarchic context in a study conducted by Foti and Hauenstein (2004).

The theory is further supported by research showing that leaders displaying more prototypical leader behaviors evoke stronger impressions of leadership, and that observers must both register and encode prototypical behaviors before classifying individuals as leaders (Palich and Hom 1992). The automatic-controlled differentiation is clearly evident from the research, and automatic processes do occur more rapidly. Studies reported in Lord and Maher (1991a) demonstrate the validity of both recognition-based and inferential processes in leadership perceptions. Success enhances a perception of leadership while failure removes it.

As noted in the previous chapter, Lord has been critical of attribution theory on the grounds that it overemphasizes rational, controlled processing at the expense of more automatic information approaches. Lord and Maher (1991a, 121) say: “We suggest that attribution processes of the kind described by Green and Mitchell (1979) are rarely used; rather, attributional processes are linked to more schema-driven processes.” Certainly the evidence supports a role for automatic
processes in attributions, but as we saw in Chapter 11, less so when poor performance is involved. The comparative position of various approaches to information processing in attributions (and in other areas) does not appear to have been fully established by research as yet.

Also still to be established is the role that individual differences play in implicit theories. There is good evidence that they do have a role, but the extent of that role and exactly how they operate are uncertain (see Keller 1999, 2003). This uncertainty is confounded by the finding, reported by Lord and Maher (1991a), that the implicit theories of leadership held in the United States and in Japan are quite different; the two appear in fact to be totally uncorrelated, indicating that individual differences tied to cultures may be sizable.

Perceptual Changes

The ways in which perceptual changes operate vis-à-vis the theory are less well supported by research than are the information processing models and the fact of implicit theories. As Chemers (1997) notes in his review, there is good evidence to indicate that once categorization occurs, a significant inertia develops that holds back any shift to a new category. However, what triggers a change when it does occur remains unknown. Furthermore, there can be no certainty that controlled processing will inevitably result in incremental change; the possibility that reasoning can produce discontinuous changes must be entertained until clear evidence to the contrary is obtained.

The application of the perceptual change theory to the case of female managers makes sense in view of the literature. However, direct support from research is limited, especially for the view that hierarchic differences in perceptual biases, which operate most strongly at the bottom and top levels, serve to limit female managers at these levels in particular. We simply do not have the research to test the theory in this regard.

The theory as applied to culture and cultural change appears to provide a useful extension of Schein’s thinking as described in Miner (2002). However, like that theory, and theories about culture in general, Lord and Maher’s (1991a) formulations lack research support. This is one place where the almost total absorption with laboratory research has hurt information processing theory. It is difficult to study organizational culture in the laboratory.

Research on Leadership and Performance

The distinction between direct and indirect influences on performance appears useful, and to be consistent with what is known in the area of socialization, culture, strategy formulation, and the like. The contention that the leadership field has not given sufficient attention to indirect means is certainly justified, although a recent book by Zaccaro (2001) on executive leadership seems to represent a reversal of this trend.

Although the perceptual theory indicates that actual leadership behavior explains only part of what is perceived, it says nothing that negates the view that such behavior directly or indirectly influences performance outcomes. However, certain interpretations of the executive succession research do come to the conclusion that the interjection of new leadership behaviors into a situation has no effect on performance and thus that leadership does not make any difference. Lord and Maher (1991a) go a long way toward reversing this conclusion with their re-analysis of certain studies and their introduction of other findings. At top levels combinations of expert and cybernetic information processing seem to provide the key to organizational effectiveness. However, there has been further research which indicates that leadership, and succession, definitely can make a difference. According to the Lord theory, this occurs when leader discretion is high
and during periods of reorientation and crisis. There is some evidence consistent with that view, but it would also seem that when leadership traits are appropriately aligned with existing needs, these traits may also be a contributing factor to effective performance. Personality factors are surely involved here (see Pitcher, Chreim, and Kisfalvi, 2000).

The Use of Catastrophe Theory

It is never entirely clear whether Lord and Maher (1991a) are using catastrophe theory as a vehicle for depicting their ideas or as a means of theory generation. Used in the former manner, the three-dimensional graphs do appear to have some explanatory value, although statements to the effect that this treatment is “hard work to get through” (Gioia 1993) do seem justified.

As a source of hypotheses, however, the catastrophe theory presentations fall short. They seem on occasion to lead to unintended conclusions, or at least counterintuitive ones, which are not well explained (Weick 1993). More typically the attempts at hypothesis generation resulting from the catastrophe theory presentations lack the crispness required to apply adequate research tests. Words such as “doubt,” “may,” “can,” and the like serve to neutralize any specific commitment to hypotheses and leave the reader with a sense of equivocality. The authors simply do not seem to be convinced that catastrophe theory is a good source of leadership theory. The fact that it has not been mobilized to support more recent research or to contribute propositions for research testing adds to this impression.

Decline in Research Support

As one moves from the first two parts of Leadership and Information Processing to the last, there is a steady decline in the amount of research support adduced and a precipitous decline in relevant research conducted by Lord and those who worked with him. The work on perceptions of leadership and implicit theories is ingenious, significant and grounded in solid research evidence. This work has been described as a productive synthesis (Chemers 1997) and an important contribution (House and Aditya 1997).

The theory developed later in the book is often equally ingenious, but it does not reflect quite the same level of relevant literature knowledge, nor is it grounded in research by the authors or those of a similar orientation. And the research needed to test these more macro theoretical formulations has not been forthcoming since either. The difficulty appears to be that, like many of us, Lord has a particular type of research expertise—conducting tightly controlled laboratory studies to test very specific hypotheses using methods that exhibit a high degree of rigor. Lord is a very good scientist. But this approach is not applicable in the types of field situations that must be utilized in testing his expanding theory. The same type of experimental control is rarely possible, and multiple studies are needed to compensate for this fact. In all likelihood Lord has not extended his research to the more macro aspects of his theory because his preferred research approach is less applicable there, and he is not comfortable with those approaches that are applicable. Also, as I have noted previously, the research approach taken by a theory’s author tends to establish a model for future researchers. Others may well have felt that they would be unable to uphold Lord’s high standards in the field setting.

One possible way around the need for field studies here is to draw upon evidence that laboratory and field studies produce very similar results. There is some evidence that appears to be of this kind (DeVader, Bateson, and Lord 1986). A meta-analysis indicates strong support for attribution theory hypotheses across the fields of performance appraisal, motivation, and leadership. At the same time the data indicated that this same conclusion could be generalized from laboratory to field studies.
Many of the studies utilized dealt with matters extending well outside the domain of attribution theory applied to poor performance as discussed in Chapter 11, although a few studies within that domain were included. More significant for present purposes is the fact that there were only fourteen studies dealing with leadership at all (roughly 20 percent of the total); the number of field leadership studies was well below what would normally be required for meta-analysis. Furthermore, the field studies that were utilized relate to attributions at lower organizational levels, not at the executive level with which the Lord theory is concerned. All in all it does not seem appropriate to apply the DeVader, Bateson, and Lord (1986) findings to the later theory, and in fact Lord and Maher (1991a) do not attempt to do so.

**Individual and Cultural Differences**

In the early period implicit theories of leadership were considered to be very similar, at least within a single culture. Thus consideration and initiating structure ratings were seen as to a large extent reflections of implicit theories and categorizations held in common by a large number of followers, and indeed other perceivers of leadership as well. This does not mean that the results of all studies employing leader behavior ratings are totally invalidated as Chemers (1997) points out. But it does mean that implicit theories shared by many have now come to encroach upon the variance previously thought to be the province of leader behavior only.

A problem arises, however, with the finding that individual differences are related to the implicit theories held by followers. This suggests that implicit theories of leadership are, to some degree at least, an individual matter, rather than being held in common within a culture. At present it is not clear just how universal, versus individual, implicit theories of leadership are. That question can only be answered through research outside the laboratory, which remains to be done.

This problem is compounded by the finding that the cultures of the United States and Japan produce very different implicit theories of leadership. Theory proposes that these implicit theories are indeed culture bound, but what about the perceptual processes of Japanese Americans? The point is that cultural differences can merge into group and individual differences, and may well produce substantial variations from universality. House and Aditya (1997) call for a much wider investigation of cultural differences in leadership perceptions; this seems essential if the universality problem is to be unraveled. We need to know just how much the categorization processes of different cultures, groups, and individuals have in common.

A related question has to do with the frequency with which different information processing approaches are used. Lord and his colleagues put substantial stress on the role of automatic processes at the expense of reasoning, especially in their treatment of attributions. Yet in Chapter 11 evidence is considered indicating that controlled processes are more pervasive than Lord indicates. It is not surprising that a person who has identified a wholly new phenomenon in the leadership field (implicit theories) might overgeneralize the impact of that phenomenon, pushing the limits as far as they would go. But ultimately we need to know how people around the United States and around the world are predisposed to use one information processing approach or another. Knowledge of the demographics of information processing could prove immensely valuable. These issues, including such matters as how expert processing comes into being, are understood to be important by the theory’s authors (Lord and Maher 1989).

**Evaluation of the Subsequent Theorizing**

A question remains as to the status of the subsequent theorizing dealing with follower self-identity. A certain amount of general research support related to these propositions is marshaled in con-
nection with their presentation, enough research to make them plausible and palatable. However, this support is rarely focused on these specific formulations as tests; Lord and Brown (2004) repeatedly note gaps in the existing research findings and the speculative nature of their thinking. They indicate that “the theory that was developed was based on extensive social science research; nevertheless, it reflects our interpretation and our inferences from this research . . . it needs to be empirically tested” (210).

A check of the references in the Lord and Brown (2004) volume indicates that there are twenty-two authored by one or both of the authors in the period since 1999 when the theory was first proposed in some form. Most of these that have been published do not contain reports of original research. However, such reports are contained in citations noted as submitted, in preparation, unpublished, and the like; fourteen of these exist, 64 percent of the total. My point is that the research engine is indeed being revved up once again, but full reports of these studies are not yet part of the literature. Thus, it is too soon to make any kind of meaningful evaluation of follower self-identity theory; the needed information simply is not yet available. Furthermore, the relation between the 1999 and 2004 propositions needs clarification. Are all of these propositions still standing, or are those 1999 statements that were not retained now defunct?

Although an overall review of the subsequent theorizing does not seem warranted at this time, I do want to repeat a point that I have made in the past (Foti and Miner 2003) that applies to information processing theory as a whole. As Lowe and Gardner (2000) note, context in any form has been understudied in the leadership field. Context specified in terms of organizational forms, although considered occasionally (e.g., see Mumford, Zaccaro, Harding, Jacobs, and Fleishman 2000), has been given even less attention. In my view this is a great oversight. Leadership needs to be studied in the context of the type of organization or organizational component in which it occurs. Information processing theory would benefit from incorporating variables of this kind, and it is less effective to the extent that it neglects this aspect of theorizing.

As indicated previously, information processing theory has implications for leadership practice, but little has been done to cast these implications in usable form. Lord and Brown (2004) discuss this issue further, noting that “leaders face a rather daunting task in terms of understanding differences among subordinates in identity levels . . . the social perceptiveness requirement exceeds the capabilities of even the most sensitive individuals” (66). They go on to suggest systematic assessment of subordinates and leadership training as approaches to overcoming this problem, but they do not get specific. Elsewhere they say that “the direct application of our model remains a distant goal, one dependent on the outcomes of future empirical tests” (201), and that “our discussion of applied relevance was mainly to show how the theory could be useful, but suggestions should be carefully assessed with validation studies as part of their application” (210). I would agree with the authors that this is not a theory that is as yet ready for practical application. Consonant with this conclusion, Aditya, House, and Kerr (2000), while providing a generally favorable evaluation of information processing theory’s validity, do not discuss the theory at all in their section on practice.

CONCLUSIONS

The evaluations presented at the beginning of the chapter depict a rather strange picture. The importance rating at 3 stars, 3.84 actually, is among the lowest of theories featured in this book. Of course, this is very good company indeed, so the value obtained is not really that low, but it does seem surprising. Perhaps the problem is that peers within organizational behaviors are reacting to the strangeness of this approach to theorizing, which breaks dramatically with the emphasis on leader behavior that has dominated the field for so long. In any event this importance rating is
at variance with an estimated validity of 4 stars, which seems to be entirely justified based on the large body of research supporting the initial information processing formulations. This rating does not include any evaluation of the follower self-identity theorizing, one way or the other, on the grounds that insufficient time has elapsed to permit an assessment of this body of theory. The estimated usefulness figure, at 1 star, drops off to a very low value simply because no specific applications exist. The theories’ authors recognize the need for practical implementations, and the potential is clearly there, but this is quite complex material, and to be used, it needs to be formatted specifically for that purpose.

In the chapter that follows we consider another theory that takes off in a different direction than the prevailing trend. Leadership substitutes accomplish this in a unique way, however. Yet along with information processing theory, the theory to which we now turn serves to expand the domain of leadership theory to a substantial degree.
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Substitutes for leadership theory is best considered in the context of the existing leadership theory of the period in which it emerged. The dominant thrust at that time was to emphasize the leader behaviors and styles used by lower-level leaders in hierarchic organizational systems. Thus “substitutes” meant something other than the behaviors of these first-level supervisors, and by implication the theory clearly rejected the idea that an understanding of these behaviors is the key to unraveling the enigma of organizational functioning. There is much more to it than that, and the theory set out to establish what exactly that “more” is.

BACKGROUND

Steven Kerr’s career has extended back and forth across the academic and corporate worlds several times. Kerr was born in 1941. Educated at the Baruch School of the City University of New York, he began work on an MBA there while a programmer for Mobil Oil—part of some eight years spent in industry in the New York City area. He was recruited into the doctoral program at CUNY by Robert House, and House remained his mentor throughout his doctoral studies (Frost 1997). From there he moved to the business faculty at Ohio State for seven years. Next came a lengthy period at the University of Southern California, where Kerr held a variety of administrative appointments within the business school. This association
tailed off into several years on leave doing consulting, primarily with General Electric; this was in 1992–93.

After a visiting appointment at the University of Michigan, which still permitted considerable consulting, Kerr ultimately moved to General Electric on a full-time basis where he became vice president of Corporate Leadership Development with responsibility for the company’s management development operation at Crotonville, NY. In 2001 he moved back to New York City and became chief learning officer and a managing director of Goldman Sachs (Greiner 2002).

The full theory with which we are concerned here was published early in the University of Southern California years, after Kerr had left Ohio State, which had been the primary source of the behavior description thrust in the leadership field. However, much of the development work on the theory and some early formulations on the subject emanated from the Ohio State period. Kerr received his Ph.D. from CUNY in 1973, and the basic theory first appeared in print four years later. He was president of the Academy of Management in the late 1980s.

Kerr often has utilized a strategy of building upon an existing theory that had already become widely recognized and well established, a strategy employed by House as well. He joined House in preparing a second edition of a book grounded in classical management theory (Filley, House, and Kerr 1976). He wrote a very influential piece on the use of rewards to motivate behavior in organizations entitled “On the Folly of Rewarding A, While Hoping for B” (see Kerr 2003), which was grounded in Edward Thorndike’s law of effect (circa 1900). His substitutes for leadership theory was built upon a structure of prior contributions of a related nature, including House’s own path–goal theory (see Miner 2002).

There is certainly nothing wrong with this strategic approach to theorizing; in fact, it has the value of adding directly to the current body of knowledge in a field and keeping promising theories at the center of scientific attention. The only proviso is that the new theory must indeed add something new, and thus extend understanding in significant ways. There is no question that Kerr’s theorizing, especially substitutes for leadership theory, has done this.

**HOW THE SUBSTITUTES FORMULATIONS EVOLVED**

I have indicated that the basic substitutes for leadership theory was a product of the 1977–78 time period. But Kerr had been using the terminology and providing examples of what he had in mind over several years prior to that. These early statements did not incorporate a truly systematic approach to theory development, however; they were typically appended to a treatment of some other leadership topic, and were brief in nature (Schriesheim 1997).

**Implications for Organizational Design**

Characteristically, Kerr (1977) presents the theory initially as if it were an adjunct to the topic of organizational design. However, it soon becomes apparent that this time the real topic of concern is substitutes for leadership whatever their nature. The latter are described as often serving to neutralize or substitute for a formal leader’s ability to influence work group satisfaction and performance. Examples noted are:

1. In the subordinate—ability, experience, training, knowledge, professional orientation, need for independence, and indifference to organizational rewards.
2. In the task—repetitiveness and unambiguity, methodological invariance, intrinsic satisfaction, and task-provided feedback on accomplishments.

3. In the organization—formalization, inflexibility, highly specified and active advisory or staff functions, closely knit and cohesive work groups, rewards outside the leader’s control, and spatial distance between the leader and the subordinates.

The thrust of the presentation is evident from the following quote—

If the existence of substitutes for hierarchical leadership is ignored, then efforts at leadership training, organizational development, and task design may well result in ineffectiveness for the organization and frustration for its members, as they come to realize that inflexible policies, invariant work methodologies, or other barriers . . . are interfering with intended changes and preventing desired benefits. (Kerr 1977, 139)

In this view substitutes are seen primarily as barriers that prevent such measures as human relations training and organization development from actually changing the organization, even though they may change the leader. Yet Kerr (1977) was also influenced by certain other work in which he was involved dealing with professionals (Kerr, Von Glinow, and Schriesheim 1977). Thus, he recognized that many aspects of professionals and their training (norms, standards, knowledge, independence, etc.) could serve to substitute for leader influence and at the same time create opportunities. Substitutes and their nature need to be given more attention. They need not only to be clearly identified, but in certain instances need to be systematically created.

**Meaning and Measurement**

The next presentation of the theory (Kerr and Jermier 1978) included considerable research, which we will consider shortly. The theoretical statement applied the substitutes considered previously to two leader behaviors—consideration and initiating structure—thus creating what amount to hypotheses regarding specific neutralization effects. Table 16.1 is the result. Feedback on performance may derive from the task itself or from other people—primary work group members, staff personnel, the client. If these types of instances prevail, the formal leader’s role in performance feedback may be trivial.

A distinction is made between substitutes and neutralizers. *Neutralizers* make it impossible for the leader behaviors noted to make any difference. They are a type of moderator variable when they are uncorrelated with either predictor or criterion. They act as suppressor variables when correlated with predictors, but not the criterion. *Substitutes* make the leader behaviors not only impossible but unnecessary. They “may be correlated with both predictors and the criterion, but tend to improve the validity coefficient when included in the predictor set. . . . [S]ubstitutes do, but neutralizers do not, provide a ‘person or thing acting or used in place of’ the formal leader’s negated influence. The effect of neutralizers is therefore to create an ‘influence vacuum’ from which a variety of dysfunctions may emerge” (Kerr and Jermier 1978, 395). Strictly speaking, the characteristics of Table 16.1 are all neutralizers, but not all need be substitutes.

A further distinction is made between direct and indirect leader effects. A *direct effect* occurs when a subordinate is influenced by a leader behavior in and of itself. An *indirect effect* occurs when a subordinate is influenced by the implications of the leader behavior for some future con-
sequence such as rewards. A factor can substitute for one type of effect without substituting for the other. The direct-indirect differentiation made here is not the same as the one used in Lord and Maher’s formulations (see Chapter 15).

The theory assumes, but does not specify, additional types of leader behaviors beyond consideration and initiating structure, each of which will have its own set of neutralizers and substitutes. Further extensions to the theory should also specify at what point a particular substitute becomes important (the threshold) and how substitutes combine to create a barrier to leader influence (interaction effects). The goal is to learn how things are accomplished in organizations, whether or not they are activated by hierarchical leadership.

Kerr’s coauthor in this article, John Jermier, was a graduate student at Ohio State at the time, whose primary interests were of a macro nature and who identified more with sociology than with the prevailing psychological orientation of the Ohio State program. He saw the substitutes formulations as a means of dealing with the kinds of variables that held the greatest interest for him (Jermier and Kerr 1997).

Table 16.1
Neutralization Effects of Substitutes for Leadership on Two Types of Leader Behavior

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Will tend to neutralize</th>
<th>Relationship-oriented, supportive, people-centered leadership; consideration, support, and interaction facilitation</th>
<th>Task-oriented, instrumental, job-centered leadership; initiating structure, goal emphasis, and work facilitation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Of the subordinate</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. ability, experience, training, knowledge</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2. need for independence</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3. “professional” orientation</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4. indifference toward organizational rewards</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Of the task</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5. unambiguous and routine</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6. methodologically invariant</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7. provides its own feedback concerning accomplishment</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8. intrinsically satisfying</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Of the organization</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9. formalization (explicit plans, goals, and areas of responsibility)</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10. inflexibility (rigid, unbending rules and procedures)</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>11. highly specified and active advisory and staff functions</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12. closely knit, cohesive work groups</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>13. organizational rewards not within the leader’s control</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>14. spatial distance between superior and subordinates</td>
<td>X</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Controlling the Performance of People

Kerr’s next coauthor, in contrast, was an established contributor to the organizational behavior field who had been a visiting professor at Ohio State during Kerr’s tenure there (Kerr and Slocum 1981). This piece deals with the topic of control in organizations in a general sense, but devotes considerable space to control via substitutes for leadership. Control by leaders is described as often time-consuming, detrimental to subordinate development, and weak. Thus, a case is made that control by substitutes can be the more effective mechanism.

The classification system used in this presentation to identify substitutes differs somewhat from that used previously. Substitutes for hierarchy used to obtain organizational control are specified as falling into four classes—task, professional orientation, work groups, and organizational development and training programs. Assuming that the latter efforts may indeed be parcelled out among hierarchic, task, professional, and group types, this classification system looks much like the one specified by Miner (see Chapter 17). This classification approach is then applied to the mechanistic-organic differentiation as set forth by Burns and Stalker (see Miner 2002). Table 16.2 presents the results. Note that the list of leader behaviors considered is now expanded well beyond the original two. These leader behaviors, of whatever type, are a primary source of control in mechanistic (hierarchic) organizations; substitutes operate most strongly in organic (professional) organizations.

Moderator Variables

In an attempt to improve upon the original treatment of moderator variables within the theory, Kerr joined forces with two scholars at New Mexico State University who had been conducting research on substitutes theory (Howell, Dorfman, and Kerr 1986). The presentation attempts to focus on the mechanisms by which moderators operate and establishes a typology of moderators as follows:

1. Leadership neutralizers/enhancers
2. Leadership substitutes/supplements
3. Leadership mediators

Neutralizers interrupt the predictive relationship between the leader behavior and criteria; they remain much as previously defined. Enhancers serve to augment relationships between leader behaviors and criteria, but like neutralizers they have little if any influence on the criteria themselves. Enhancers represent a positive moderating influence, as opposed to neutralizers, which represent a negative moderating influence. This neutralizer/enhancer idea differs from the previous neutralizer concept as follows:

1. It acknowledges the existence of partial neutralizers, removing the need to completely eliminate a leader behavior’s impact in order to identify a neutralizer variable.
2. By adding the enhancer dimension, it recognizes that some moderators . . . have the potential to augment as well as neutralize leader behavior-criterion relationships.
3. It recognizes the possibility that neutralizers/enhancers may have a main effect on the criterion as predictors in a multiple regression equation (Howell, Dorfman, and Kerr 1986, 91).
### Table 16.2: Effects of Various Organizational Characteristics on Members’ Task-relevant Information and Motivation in Mechanistic and Organic Organizations

<table>
<thead>
<tr>
<th>Sources of information or motivation</th>
<th>Mechanistic organizations</th>
<th>Organic organizations</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Formal roles</strong></td>
<td>Information, yes: functions, powers, methods, and responsibilities are explicit, though some ambiguity remains. Motivation, no.</td>
<td>No: position differentiation—based on expertise—exists, but the concept of responsibility as a limited field of rights and obligations does not exist.</td>
</tr>
<tr>
<td><strong>Leadership behaviors</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Role clarification</strong></td>
<td>Yes: mechanistic systems are characterized by superior-subordinate role making, in the form of instructions and decisions.</td>
<td>No: tasks are continually redefined through interactions with peers; however, role conflict and ambiguity are usually prevalent.</td>
</tr>
<tr>
<td><strong>Goal setting</strong></td>
<td>Yes: goal setting by superiors is a source of task-relevant information, and of motivation under certain conditions.</td>
<td>No: goals are set by each person in interaction with other people, possibly including, but certainly not primarily with, superiors.</td>
</tr>
<tr>
<td><strong>Leader initiation of structure</strong></td>
<td>Yes: task-relevant knowledge is assumed to increase with hierarchical level, and the superior's job is to reconcile subordinates' performances. Motivation can also be increased under certain conditions.</td>
<td>No: task-relevant knowledge is assumed to reside everywhere in the network.</td>
</tr>
<tr>
<td><strong>Feedback</strong></td>
<td>Yes: formal leaders provide task-relevant information through feedback, and motivation under certain conditions.</td>
<td>No: feedback stems primarily from peers.</td>
</tr>
<tr>
<td><strong>Consideration and stroking</strong></td>
<td>Information, no; motivation, sometimes: consideration by leaders is more necessary in mechanistic systems because jobs tend to be routine and uninteresting.</td>
<td>No.</td>
</tr>
<tr>
<td><strong>Participative leadership</strong></td>
<td>No: though exceptions exist, participative leadership is uncharacteristic of mechanistic systems.</td>
<td>Yes, under conditions such as those specified. Participative leadership is one of the principal ways that formal leaders exert influence in organic systems.</td>
</tr>
<tr>
<td><strong>Charismatic leadership</strong></td>
<td>Information, not usually; motivation, sometimes: charisma does not often exist but is most likely to be attributed to leaders who are physically and hierarchically distant.</td>
<td>No: day-to-day intimacy almost invariably destroys impressions of charisma.</td>
</tr>
<tr>
<td>Sources of information or motivation</td>
<td>Mechanistic organizations</td>
<td>Organic organizations</td>
</tr>
<tr>
<td>--------------------------------------</td>
<td>---------------------------</td>
<td>-----------------------</td>
</tr>
<tr>
<td>Administration of rewards and punishments</td>
<td>Information, no; motivation, yes, to the extent that rewards and punishments are linked to task-relevant behaviors.</td>
<td>Information, no; motivation, yes, to the extent that rewards and punishments are linked to task-relevant behaviors.</td>
</tr>
<tr>
<td>Substitutes for formal leadership behaviors</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tasks</td>
<td>Information, yes, because tasks are likely to be highly predictable; motivation, no.</td>
<td>Information, not usually, because tasks tend to be unstructured. However, tasks in organic systems tend to be closely related to organizational ends, so task provided feedback is possible. Motivation, yes, because tasks tend to be high in identity, significance, and other aspects characteristic of enriched jobs.</td>
</tr>
<tr>
<td>Professional orientation</td>
<td>No, not in the sense of informal norms and values. If professional expertise is necessary, formal staff functions are usually created.</td>
<td>Yes: autonomy, commitment to calling, and the other attributes of a professional orientation are highly valued in organic organizations.</td>
</tr>
<tr>
<td>Work group</td>
<td>Information, no; motivation, sometimes, when conditions such as those specified exist. Differentiation of tasks, combined with emphasis upon vertical channels of communication, often prevent groups in mechanistic systems from contributing to members’ motivation.</td>
<td>Yes, particularly when conditions such as those specified exist.</td>
</tr>
<tr>
<td>Organizational development and training</td>
<td>Yes: skills training is often emphasized.</td>
<td>Yes: conceptual, interpersonal, and team-building methods are often emphasized.</td>
</tr>
</tbody>
</table>

Substitutes also remain as previously defined. However, three criteria must be met for a variable to qualify as a substitute:

1. There must be a logical reason why the leader behavior and the potential substitute should provide the guidance and/or good feeling indicated by the criterion measure.
2. The potential substitute must be a neutralizer-moderator; at certain levels of the moderator it must weaken the leader behavior’s effect on the criterion.
3. The potential substitute must have an important impact on the criterion; increasing levels of the substitute result in higher criterion levels (Howell, Dorfman, and Kerr 1986, 92).

Supplements have the effect that they serve to supplement, rather than neutralize and replace, the leader’s ability to influence a criterion. In contrast to substitutes, which produce low leader behavior impact and high criterion levels, supplements do not influence leader behavior, yet they do result in higher criterion levels.

Mediators represent an intermediate step between leader behavior and a criterion, a step that operates as part of a causal chain; as such mediators must be correlated with both the leader behavior and the criterion. This mediation process may be partial or complete, although the former is more typical.

The way in which these moderator concepts operate is depicted in Figure 16.1. Suppressor variables are not included there, or in the theory, because they are viewed as statistical artifacts with high conceptual ambiguity, which in any event are rarely found in the organizational behavior field.
Alternatives to Ineffective Leadership

Up until the early 1990s, Kerr limited his discussions of theoretical applications to urging companies to introduce and expand the use of substitutes. This changed with an article coauthored with a number of people who had been contributing research on the theory (Howell, Bowen, Dorfman, Kerr, and Podsakoff 1990). The thrust of this article was that substitutes should be used as remedies for problems created by ineffective and weak leadership. Special mention is made of the use of closely knit teams of highly trained individuals, of intrinsic satisfaction in the work, of computer technology especially as it provides immediate feedback, and of extensive professional education.

The treatment of what to do in dealing with specific problems is now quite detailed, as indicated by Table 16.3. The suggested solutions are presented as examples of the many possibilities that can be invoked to deal with the various leadership problems noted. Also, a decision tree is utilized to show when substitutes might be most appropriate. These circumstances are as follows:

- Create substitutes when the traits and/or personality of the problem leader are inadequate and replacement of that leader is for some reason not feasible.
- Create substitutes when the traits and/or personality of the problem leader are adequate, the skills and/or knowledge of that leader are inadequate, and training the leader is not feasible.
- Eliminate neutralizers but create enhancers when the traits/personality are adequate and the skills/knowledge are adequate.

A listing of creative substitutes for an emphasis on leader behavior includes developing collegiate systems of guidance (peer appraisals, quality circles), improving performance-oriented formalization (commission payment, group management by objectives [MBO]), increasing administrative staff availability (training personnel, human relations troubleshooters), increasing the professionalism of subordinates (staffing with professionals, development planning), redesigning jobs to increase inherent performance feedback and ideological importance, and starting team-building activities to develop group self-management skills in solving work problems as well as resolving conflicts and providing support. A similar listing of creative enhancers includes increasing subordinate perception of leader influence and expertise, building organizational climate, increasing leader position power, and creating cohesive work groups with high-performance norms.

Later Observations

The final additions to the theory derive from a retrospective that appears to have been written primarily by John Jermier, the former graduate student at Ohio State with a macro perspective (Jermier and Kerr 1997). This piece is significant more for its shift in emphasis than for its original contribution of content.

The emphasis on moderators of the leader behavior-criterion relationships that had been developing steadily over the years is now downplayed. In contrast, the main effects from substitutes to criteria or outcomes are stressed. This view is epitomized in the following:

It is not the study of interpersonal interactions between managerial leaders and subordinate followers that is the core of the substitutes for leadership framework, but the idea that managerial leadership works through technological, structural, and other impersonal processes
## Table 16.3

### Effective Coping Strategies That Might Be Used to Deal with Specific Leadership Problems

<table>
<thead>
<tr>
<th>Leadership problems</th>
<th>Enhancer/Neutralizer</th>
<th>Substitutes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Leader doesn’t keep on top of details in the department; coordination among subordinates is difficult.</td>
<td>Not useful.</td>
<td>Develop self-managed work teams; encourage team members to interact within and across departments.</td>
</tr>
<tr>
<td>Competent leadership is resisted through noncompliance or passive resistance.</td>
<td>Enhancers: Increase employees’ dependence on leader through greater leader control of rewards/resources; increase their perception of leader’s influence outside of work group.</td>
<td>Develop collegial systems of guidance for decision making.</td>
</tr>
<tr>
<td>Leader doesn’t provide support or recognition for jobs well done.</td>
<td>Not useful.</td>
<td>Develop a reward system that operates independently of the leader. Enrich jobs to make them inherently satisfying.</td>
</tr>
<tr>
<td>Leader doesn’t set targets or goals, or clarify roles for employees.</td>
<td>Not useful.</td>
<td>Emphasize experience and ability in selecting subordinates. Establish group goal setting. Develop an organizational culture that stresses high performance expectations.</td>
</tr>
<tr>
<td>A leader behaves inconsistently over time.</td>
<td>Enhancers: These are dysfunctional.</td>
<td>Develop group goal setting and group rewards.</td>
</tr>
<tr>
<td>An upper-level manager regularly bypasses a leader in dealing with employees, or countermands the leader’s directions.</td>
<td>Neutralizers: Remove rewards from leader’s control</td>
<td>Increase the professionalization of employees.</td>
</tr>
<tr>
<td>A unit is in disarray or out of control.</td>
<td>Not useful.</td>
<td>Establish group goal setting and peer performance appraisal.</td>
</tr>
<tr>
<td>Leadership is brutal, autocratic.</td>
<td>Enhancers: These are dysfunctional.</td>
<td>Increase formalization. Set up a behaviorally focused reward system.</td>
</tr>
<tr>
<td>There is inconsistency across different organizational units.</td>
<td>Neutralizers: Physically distance subordinates; remove rewards from leader’s control</td>
<td>Establish competent advisory staff units. Increase professionalism of employees.</td>
</tr>
<tr>
<td>Leadership is unstable over time; leaders are rotated and/or leave office frequently.</td>
<td>Not useful.</td>
<td>Emphasize experience and ability in selecting employees. Give employees more training.</td>
</tr>
<tr>
<td>Incumbent management is poor; there’s no heir apparent.</td>
<td>Enhancers: These are dysfunctional.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Neutralizers: Assign nonleader duties to problem managers.</td>
<td></td>
</tr>
</tbody>
</table>

in the organization to achieve its effects. That is, formal leaders do attempt to control the organization, but they do so by making decisions that minimize the need for the face-to-face exercise of power. (Jermier and Kerr 1997, 98–99)

In line with this position the paper argues that greater attention should be given to the study of the substitutes themselves—how they are created, how they influence outcomes, and how leadership interactions change as a result. The idea that substitutes for leadership theory is essentially a contingency theory is given a distinctly secondary role for the future. The ties between substitutes theory and classic group dynamics theory are downplayed in favor of a more macro, sociological emphasis.

EVALUATION AND IMPACT

From the beginning substitutes theory has been closely tied to research. Measures were constructed at an early point, and Kerr and Jermier (1978) present research findings along with their statement of the theory. This set the stage for others, and indeed others have followed, most notably a group of researchers associated with Indiana University headed by Philip Podsakoff and Scott MacKenzie. The research is not as extensive as might be desired, but it is sufficient to answer a number of questions.

Research at the Inception

The first reported study was conducted using college students who completed a questionnaire intended to measure substitutes for leadership. The students were asked to assume the role of a popular television character who had been widely portrayed as a subordinate working for a particular boss; the characters were Mary Richards, Hawkeye Pierce, and Archie Bunker. Each student was asked to pick one character, or if unfamiliar with any character, take the role of a low-level assembly line worker.

The measures were short, containing for most of the substitutes only three items, although a few measures had from six to nine items. Yet the internal consistency reliabilities were good, ranging from 0.74 to 0.85 with a median of 0.80. Correlations among scales were as often positive as negative and tended to be low, with 60 percent under 0.20. High scores on the various scales were taken to indicate negation of leader influence and thus provided evidence for construct validity. The best evidence of this kind came from the ability-experience-training-knowledge scale, and thus focused on individual characteristics. However, some other substitutes appeared to operate as hypothesized also.

Also reported in Kerr and Jermier (1978) were two field studies conducted in police departments using the same questionnaire measure of various substitutes. Reliabilities calculated as before ranged from 0.53 to 0.85 with a median of 0.81 in one department and from 0.63 to 0.85 with a median of 0.77 in the other. Correlations among characteristics were again under 0.20 in the majority of instances. Once again the mean scores for ability-experience-training-knowledge were highest, but spatial distance and several other factors also appeared to be strong substitutes.

In one of the police departments, data were also collected to determine how the various substitutes and leader behaviors (consideration and initiating structure) influence outcomes (organizational commitment and role ambiguity). These data indicate that leader behavior influences are minimal as contrasted with the effects of substitutes such as intrinsically satisfying work and task-provided feedback. Yet aspects of initiating structure did appear to hold up against the onslaught
of the various substitutes, and they remain independent predictors of outcomes. This aspect of the study is interpreted as supportive of the role of substitutes, but it also indicates that in any given context only certain substitutes will be operative and that leader behaviors may well not be eclipsed.

A study published only slightly later than the initial presentation of substitutes for leadership theory (Jermier and Berkes 1979), although mentioning the theory, focuses primarily on other issues. It too utilizes police subjects, but substitutes from the theoretically specified set are considered only tangentially and the hypotheses tested are derived from path–goal theory primarily, not substitutes theory. This does not appear to represent a true test of the theory in any comprehensive sense, and the findings vis-à-vis the stated hypotheses are mixed in any event.

Research continued during the early 1980s, but with inconclusive results. Two studies conducted in hospitals are typical, one of which used the Kerr and Jermier (1978) scales. This latter study (Howell and Dorfman 1981) utilized a moderator design with organizational commitment and job satisfaction as criteria. The authors describe their findings as providing only mixed support for theory; only organizational formalization operated as hypothesized, although several other potential substitutes yielded evidence of weak or partial influence. The second study (Sheridan, Vredenburgh, and Abelson 1984) operationalized the substitutes differently, and both added to and deleted from the theoretically specified list. The results, using a performance criterion, provide some support for the theory, but with differential influences from the various substitutes appearing in different contexts. Given these inconsistent results and the extent to which this research test departed from theoretical specifications, it is inappropriate to view this study as providing conclusive evidence for or against the theory.

All in all the field entered the mid-1980s with a positive disposition toward substitutes for leadership theory, but without adequate research findings to fully support that disposition. This is the point at which the Indiana University researchers began to exert an influence.

Psychometric Properties

One possible cause of the less than striking findings often reported in various studies is that, in spite of the Kerr and Jermier (1978) data, the reliabilities of their substitutes scales appear to be sufficiently low so as to limit the possibility of obtaining significant results. This problem was considered by Williams, Podsakoff, Todor, Huber, Howell and Dorfman (1988). They present internal consistency reliability data for six samples in which all, or in one instance most, of the substitutes were measured. These samples vary, but in no instance do they contain either students or police. The data follow:

1. range 0.25–0.86—median 0.53
2. range 0.32–0.84—median 0.59
3. range 0.40–0.80—median 0.60
4. range 0.35–0.81—median 0.59
5. range 0.36–0.70—median 0.52
6. range 0.37–0.83—median 0.59

Only one scale (organizational formalization) appears to have a reliability in the 0.80s and two (closely knit, cohesive groups and spatial distance) are in the 0.70s. For the rest the data seem to suggest that respondents do not have a clear picture of what is being asked. This in turn raises questions about the findings, or lack of same, from studies that utilized the Kerr and Jermier (1978) measures. It also raises questions regarding why internal consistency coefficients across
multiple samples would decline by over 0.20 on the average from the authors’ original analyses to those reported by Williams et al. (1988). Time, subjects, perhaps methods of calculation may all be involved, but this is not the type of difference that one finds often in psychometric research. One might think that findings like this would have triggered a resort to other types of reliability analysis beyond the internal consistency approach that has prevailed. Yet there are no reports of test-retest or parallel form analyses.

Correlations among the various substitutes measures remain low, as previously reported, and there is little evidence of social desirability effects. Analyses to establish the factor structure of the measures indicated that the items of certain measures loaded on a single factor, while in other instances this was not the case. Such factor purity is not essential to the construct validity of a measure, however (see Streiner 2003). There are numerous indexes in use possessing conceptual integrity without statistically loading on a single factor, which have contributed substantially to both understanding and prediction in organizational behavior. On the evidence one would have to hold that although factor purity has its benefits, it is not essential.

In any event, the reliability data did seem to indicate a need for new and better scales if substitutes for leadership research was to progress. Accordingly, the Indiana researchers undertook the task of constructing such scales (Podsakoff and MacKenzie 1994). Initially this effort involved writing many more items, although ultimately it proved possible to select an abbreviated set of items that accomplished much the same results.

The best estimates of internal consistency reliability for the longer and shorter measures created were as follows:

Longer: range 0.73–0.92—median 0.82
Shorter: range 0.70–0.91—median 0.77

Other evidence on the psychometric properties of these scales appeared to support their use. Factor loadings were on the hypothesized factors and the different scales remained empirically distinct. Correlations with known, independent variables, which were hypothesized to be significant as evidence of construct validity, were indeed significant in over twenty-five comparisons. If previous research using the Kerr and Jermier (1978) scales had been damaged by the measures used, the scales now available should help to correct this problem in subsequent research.

Moderator Analyses

A study carried out to test moderator relationships by Podsakoff, Todor, Grover, and Huber (1984) used the original Kerr and Jermier (1978) scales and found only 2 percent of the interactions to be significant at the 0.05 level. This lack of moderating effects might, of course, have been anticipated given the unreliability of the scales. The leader behavior utilized in this study involved leader administration of rewards and punishments, not consideration or initiating structure, but since this variable had been noted previously by Kerr and Slocum (1981)—see Table 16.2—its use would not seem to be at variance with the theory.

Subsequent studies to be discussed here emanating from Indiana replaced the original substitutes measures with one of the new ones. The first of these dealt with both the traditional consideration and initiating structure leader behaviors and reward and punishment behavior. Eight different outcome criteria were measured, four of them based on ratings by supervisors (Podsakoff, Niehoff, MacKenzie, and Williams 1993). Moderator effects were determined using the substitutes as specified by Howell, Dorfman, and Kerr (1986), and thus in accordance with the most
recent directives from theory. Of the over 700 possible interactions, less than 3 percent were consistent with these theoretical criteria; the proportion of outcome variance thus accounted for was quite small. Overall, moderator effects identified were minimal. However, the paper does raise a question as to whether certain substitutes, such as group cohesiveness, might not have been produced by direct efforts from a leader. Are such substitutes really replacing leadership?

Another difficulty with the previous study is that the sample studied did not include professionals to any meaningful extent and thus may have failed to identify a major set of moderators. To remedy this difficulty, a sample with a substantial number of professionals was considered (Podsakoff, MacKenzie, and Fetter 1993). In most respects this research followed the same procedures as its predecessor. Again, the amount of support for moderator effects as specified by the revised theory (Howell, Dorfman, and Kerr 1986) is minimal. Furthermore, those effects identified in this new, more professional, sample are not at all consistent with the ones found previously. Whether this lack of consistency is at variance with theory is a matter of some disagreement; probably it is not in this instance, because of the wide variation in professional representation in the samples.

The next step by the Indiana researchers was an extensive literature review focused on moderator effects as specified both by path–goal theory and by substitutes for leadership theory (Podsakoff, MacKenzie, Ahearne, and Bommer 1995). Focusing on the latter only, and insofar as possible holding to the dictates of the theory, something less than 9 percent of the moderator effects found proved to be significant. This is higher than chance expectancy but hardly overwhelming support for the theory; the authors interpret it as little support. Consistency in type of moderator effect across samples was low, suggesting a substantial chance component in the findings. On the other hand, many studies utilized rather small samples, thus bringing power levels down to a point where significance would be hard to detect. Not all studies were so limited, however. The authors’ conclusions overall are worth noting:

> When we first began our research in this area, we firmly believed that there were a number of important situational factors that influenced a leader’s effectiveness. . . . [T]he findings summarized in this study have raised some serious doubts. Quite frankly, we find the lack of support for the moderating effects predicted by the path goal and substitutes for leadership models both shocking and disappointing. (Podsakoff, MacKenzie, Ahearne, and Bommer 1995, 464–65)

One other study utilized much the same approach as that applied in previous Indiana studies, but focused on transformational leader behaviors (Podsakoff, MacKenzie, and Bommer 1996a). This is not a variable actually specified by the theory, but any such behavior is implicitly included, and there is no basis for excluding it. The results of this study are of primary interest for the concerns of Chapter 19, but it is important to note here that once again moderator findings consistent with the theory were minimal (some 2 percent). Also, support for the theory came only from self-report criteria where common method variance may have played a role. As in the other Indiana research, sample size was sufficiently large so that power considerations should not be a concern.

A more recent study (Dionne, Yammarino, Atwater, and James 2002) looked into certain moderating effects of substitutes for leadership, as well as the effects of treating substitutes as mediators, and the role of common source biases. The findings were generally nonsupportive of the theory as it relates to moderators in any form, and they raised serious questions with regard to the extent to which common source bias may have contaminated previous results. Thus, once again, substitutes for leadership theory appear to have come up short.
Main Effects

Although the research reviewed to this point has focused on moderator analyses and has found the theory wanting in this area, these same studies have consistently found sizable main effects extending from both substitutes and leader behaviors to criterion or outcome variables; both sets of factors tend to contribute to criterion variance. A study designed to look into these effects more fully was conducted using measures calculated at both the within-group or individual level and as averages for existing work groups (Podsakoff and MacKenzie 1995). Controlling for the leader behaviors and substitutes for leadership at both levels of analysis using multiple regression, the study found that:

1. The combination of leader behaviors and substitutes for leadership accounted for substantial amounts of variance in the subordinate’s attitudes, role perceptions, and performance.
2. The leadership substitutes accounted for more variance in the subordinate criterion variables than did the leader behaviors.
3. Although the effects of within-group variation in leader behaviors and substitutes for leadership were substantially stronger than between-groups variation on subordinates’ attitudes and role perceptions, both within-group and between-groups variation in the leader behaviors and leadership substitutes had important effects on . . . performance.
   (Podsakoff and MacKenzie 1995, 289)

Consideration, initiating structure, and leader reward and punishment behaviors were studied along with thirteen substitutes. Leader behaviors and substitutes were found to have quite a bit of variance in common, suggesting the need to include both in future research.

Subsequently, a meta-analysis of main effects from substitutes to criterion variables was carried out utilizing twenty-two studies in which data were reported (Podsakoff, MacKenzie, and Bommer 1996b). The substitutes clearly accounted uniquely for more criterion variance than the leader behaviors, but combined the two had a much greater impact. Task feedback, task routinization, group cohesiveness, organizational formalization, and organizational inflexibility were the substitutes having the most extensive ties to criteria. Both common method variance and implicit theories of leadership may have influenced some of the findings. However, this is least likely in the case of the substitutes–performance relationships, which nevertheless were found to be strong. All in all the evidence for the substitutes’ main effects on criteria is quite convincing.

Elsewhere the Indiana researchers note that one might adopt the argument—

that the variables identified by Kerr and Jermier (1978) “substitute” for leadership in the sense that when these variables are added to the model, they eliminate the main effects of the leader behaviors . . . Although this position is not consistent with the statistical criteria established by Howell, Dorfman, and Kerr (1986) . . . , it is somewhat consistent with the original statistical tests of the model by Kerr and Jermier (1978). (Podsakoff, MacKenzie, and Fetter 1993, 40)

Although the data for the overall effects of combined substitutes and combined leader behaviors do not support such a conclusion, it is true that the theory as originally formulated did give more attention to main effects than did subsequent versions.
Reactions Within the Field

How has the field of organizational behavior reacted to the developing state of affairs? Schriesheim (1997) indicates a long-standing concern that substitutes theory is in fact no more than an elaboration of aspects of path goal theory. He finds certain of the theoretical arguments less than compelling, but recognizes the appeal the theory has had. At the present time he feels the need is for better construct definitions and better conceptualization overall. These views are reiterated, but with a special concern about level of analysis issues, in Schriesheim, Castro, Zhou, and Yammarino (2001). Yukl (2002) expresses similar views regarding the conceptual weaknesses of the theory; he feels that the theory in its present form represents an insufficient mapping of its domain.

Tosi and Kiker (1997) call for a theory that is more fully developed and elaborated. They believe that the effects of particular substitutes as they operate in certain types of organizations need specification.

Villa, Howell, Dorfman, and Daniel (2003) stress that substitute variables have been shown to play an important role in organizations. They argue that moderator tests have often incorporated relationships not hypothesized by theory, and have utilized extraneous predictor variables. If these errors are corrected, substitutes for leadership theory achieves a much higher batting average. Podsakoff and MacKenzie (1997), however, feel that the evidence regarding moderator effects is overwhelmingly negative. Yet they point to the main effects findings in endorsing continued study of the operation of substitutes for leadership variables. They, too, point up errors in design and method characterizing leadership research. (Podsakoff, MacKenzie, Podsakoff, and Lee 2003) Perhaps it is time for a major reassessment on this score, a reassessment that quite possibly could operate to produce a more favorable evaluation of substitutes for leadership theory.

Lord and Smith (1999) are particularly concerned that the theory does not incorporate the fact that so-called substitutes for leadership are in many cases indirect products of managerial action. They point to the similar main effects findings for substitutes and leader behaviors as evidence that leadership processes of a kind are involved in both instances. Yet professional characteristics, to cite an example, are influenced primarily by the profession, not by managers within a firm.

A line of, at least intended, endorsement comes from those who claim substitute status for variables not included in the original list of substitutes. An example is the Manz and Sims (1980) nomination of the capability of the follower for self-management as a substitute. Under self-management or self-control, individuals take responsibility for their own behaviors by setting their own standards, evaluating their performance against these standards, and administering consequences to themselves as appropriate. Yet the extent to which self-management in practice operates as a true substitute may be questioned. External leaders play an important role for self-managing work teams. These external leaders, or coordinators, serve to encourage self-reinforcement and self-evaluation primarily, but this is stroking behavior of a kind, and falls within the definition of leader behavior.

As with most other reactions to substitutes theory, the endorsers of new substitutes present a mixed picture; they like the theory and want to include something toward which they feel quite positively under its umbrella, but it is not at all clear that this “substitute” fits where they want to place it. Thus they may really be promoting something other than substitutes for leadership theory.

How then does Kerr feel about the theory now? In an interview, he reacted to a question regarding what he was proud of in his work as follows:

I like very much my work on “Substitutes for Leadership.” But it never had solid empirical support, and I’ve never wavered in my conviction that it’s right. . . . I’ve never wavered that
there’s something important there. And I could be flat out wrong, but I think there’s probably something in there. So I like that a lot. (Frost 1997, 346)

Yet Kerr is not saying that he believes first-line leadership in hierarchic organizations will be replaced completely by other factors. That has never been his position (Kerr, Hill, and Broedling 1986). He simply holds that other factors in addition to leadership play an important role in controlling and influencing subordinates. Chemers (1997) criticizes substitutes theory on the ground that it gives too little attention to the interpersonal and emotional aspects of the leader–follower relationship. But it is entirely possible that this is indeed what accounts for the leader behavior–produced criterion variance that remains after the substitutes are deleted. Nothing that Kerr has said or written appears to contradict this conclusion.

Repositioning the Theory

That the substitutes play an important role in performance and other outcomes is clearly evident from the main effects data. What is not evident is that the substitutes truly act as substitutes for leadership. In some instances they appear to be part of overall leadership, and technically at least they involve processes other than substituting—neutralizing, enhancing, and supplementing. However, the major problem is that substituting for leadership implies some type of moderation of the leader behavior–outcome relationship, and research fails to establish conclusively that the substitute characteristics do operate as moderators. The sum total of the evidence from research is that although the “substitutes” should be retained in the revised theory that the critics are calling for, the substitute aspect itself probably should not.

I believe that the answer required to reposition the theory lies in the classification system proposed by Kerr and Slocum (1981) and inherent in role motivation theory (see Chapter 17). Some of the substitute characteristics are bureaucratic in nature extending beyond direct face-to-face leader behavior; they are hierarchic methods of control and influence, such as formalization, which achieve the same results as direct hierarchic leadership but in different ways. Some of the characteristics are primarily associated with professional systems operating to achieve control and influence in this type of system along the lines indicated in Table 16.2 for organic organizations. Some of the characteristics operate primarily within group systems; the cohesiveness of work groups achieves control and influence in this manner. Finally, some characteristics achieve control and influence within task or entrepreneurial systems through the impact of pushes and pulls that are inherent in the task itself—task-inherent feedback, for instance.

My point is that hierarchic leadership behavior has no special status that requires substituting for it. It is simply one among many mechanisms utilized in hierarchic systems to achieve control and influence. In this view it does not matter really whether a mechanism is classified as leader behavior (direct or indirect) or not. Hierarchic systems are managed systems, and all mechanisms for control and influence that are part of these systems derive from managerial behavior in some way.

Kerr’s theory is a product of its times. The central role it gives to leadership was consistent with most thinking in the field at the time, and probably remains so even now (e.g., see Zaccaro 2001). It is doubtful that much attention would have been paid to the theory if it had not emphasized the salience of the leadership concept. Yet the research evidence that has accumulated over some thirty years seems to be telling us that what is really needed is a theory of organizational control and influence processes that merely includes direct leader behavior as one factor among many.
CONCLUSIONS

Substitutes for leadership theory is another example of an approach that fails to achieve really high ratings on any of the three variables, but which on average across all three proves worthy of the designation as essential. The importance rating of 4.46 is entirely respectable, certainly among leadership theories, most of which do not stand out in this regard. The estimated validity at 3 stars reflects the concern about moderators and conceptual adequacy, while still incorporating the positive findings, including those for main effects. The idea that substitutes should be utilized insofar as possible, especially to limit the negative impact of ineffective leaders, earns the theory a 3 star rating. However, the lack of a more comprehensive treatment of how to put the theory to use (perhaps in book form) keeps it at the 3 star level. One would think that based on his experience at General Electric and Goldman, Sachs, Kerr could do more in this regard.
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ROLES MOTIVATION THEORY

JOHN MINER

Background

Role motivation theory was presented for many years as dealing essentially with motivational constructs, in much the same manner as achievement motivation theory (see Chapter 4). From its origin, however, it has focused on managers and leaders of various kinds without making this leadership orientation explicit. In recent years certain concepts of leadership have taken a dominant position within the theory as it has evolved. This, then, is the reason for moving this discussion from Part II to Part III.

In what follows I will attempt to treat role motivation theory as objectively as possible, and in the same manner as other theories we have been considering. This includes writing about myself in the third person. Nevertheless, the reader should recognize that a potential for subjective bias exists here that does not exist elsewhere.

BACKGROUND

Miner was born in 1926, and his education was all in psychology, both clinical psychology and personality theory. His graduate work was done at Clark and Princeton universities; the latter
granted the doctorate in 1955. After briefly teaching industrial psychology in the psychology departments at Georgia Tech and Brooklyn College, he joined the research staff of the Conservation of Human Resources project in the Graduate School of Business at Columbia University. A personal psychoanalysis was completed at this time. Subsequently, Miner took a position as a psychologist in the corporate personnel research unit of The Atlantic Refining Company in Philadelphia. While employed at Atlantic, he began work on an MBA in industrial relations at the Wharton School of the University of Pennsylvania, thus entering a business school for the second time. Within a year, however, his status shifted from student to adjunct faculty member at Wharton. In 1960 he moved west to the University of Oregon. This third brush with a business school proved enduring. There have been moves—from Oregon to Maryland to Georgia State University, and ultimately to the State University of New York at Buffalo—but with the exception of a year each on leave with the psychology department at Berkeley and the New York office of McKinsey and Company, his career has been spent in business schools ever since joining the University of Oregon faculty. However, consulting to various business firms has been a major activity throughout, contributing both to a knowledge of business practice and to a research data base.

Throughout this diversified career, Miner (1993a) continued to work on the development of role motivation theory. In this regard he was influenced most by his early mentors at Princeton (Silvan Tomkins) and at Columbia (Eli Ginzberg).

THE THEORY BEHIND MANAGERIAL ROLE MOTIVATION TRAINING

One of Miner’s activities with the research unit at Columbia was to help prepare a book describing the factors that caused World War II soldiers to be discharged prematurely. The group had army personnel records, Veteran’s Administration records, military unit histories, and follow-up questionnaires on these men. From these a schema of the strategic factors that caused failure was developed, and also case histories to illustrate points. The schema that finally emerged (Ginzberg, Miner, Anderson, Ginsburg, and Herma 1959) looks like this:

- Personality (physical condition, intelligence, emotional stability, motivation)
- Family (separation, breakup)
- Immediate group (cohesion, leadership)
- Military organization (investment, planning and improvisation, discipline and overpermissiveness, assignment)
- Conflict of cultural values (equity, religious and moral values)
- Situational stress (location, combat)

Role Motivation Training at Atlantic Refining

While at Atlantic, Miner taught a course for managers in the Research and Development (R&D) Department with the objective of arousing their interest in managing. The rationale behind this course was that the manager/scientists would be cast directly in the role of manager, responsible for those assigned to them and for getting the work accomplished as well. The idea was to construct a role model for them, make that role model attractive, and give them the tools to
perform in accordance with what the model prescribed. In the terminology of psychoanalysis, this meant helping the managers develop a particular type of ego ideal. On the possibility that some managers had avoided managing because it created anxiety, the Columbia model of ineffective performance and its causes was presented, and extended to them personally, with the objective of getting them involved in diagnosing and correcting their own performance failures. In particular, attention was focused on sources of phobic reactions to the managerial situation. By providing the managers with what amounted to psychoanalytic interpretations of their unconscious motives, and how these might yield anxiety on the job, a diminution in negative affect was hypothesized to result from the training. This theory drove the creation of the course administered to seventy-two R&D managers at Atlantic. Evaluations conducted on this course using control groups indicated that managerial motivation was in fact increased, and thus support for the theory was obtained (Miner 1960).

**Formulations Related to Ineffective Performance**

The schema of strategic determinants of ineffective performance first developed at Columbia has gone through several iterations. The course was initially written up in book form in Miner (1963). Table 17.1 presents the statement that stands at the present time. Also, based on a book by Jerome (1961), aspects of the control model were gradually incorporated into the developing theory. The approach that finally emerged is depicted in Figure 17.1.

**MANAGERIAL (HIERARCHIC) ROLE MOTIVATION THEORY**

The research proposal for the training at Atlantic created a need to develop a measure of managerial motivation, later called motivation to manage. A search of the literature of the time (1957) yielded little on the topic, and accordingly a measure was devised, validated, and applied to evaluate role motivation training to see if it raised levels of managerial motivation.

**The Original Theory**

This measure, a sentence completion instrument, employed stems and a scoring system that adhered closely to the definition of “the good manager” as held at the Atlantic Refining Company, particularly at corporate headquarters. Information was obtained partly through participant observation and partly via a close reading of a large number of management appraisal documents. The theory that resulted was in the grounded theory tradition.

The theory development process involved writing possible items for the test, paring these down through a “quick and dirty” item analysis, and then abstracting the implicit theory behind this measure after the fact. Thus, theory construction was a highly inductive process. Clearly, the items were all intended to relate to managerial motivation from the beginning, but the components of that motivation emerged from a conceptual grouping of these items after learning how people responded to them.

Furthermore, the idea behind the components was that managers were evaluated relative to informal role prescriptions inherent in the specific situation, prescriptions that managers either met (behaved in accordance with), and thus were highly valued (judged effective), or did not meet and thus were judged ineffective. This was a strictly psychological approach to role behavior predicated on individual differences. (See Ashforth 2001 for a treatment of the current status of role theory.)
### Table 17.1

**Schema of Strategic Factors That May Contribute to Ineffective Performance**

<table>
<thead>
<tr>
<th>Category</th>
<th>Factors</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intelligence and job knowledge problems</td>
<td>Insufficient verbal ability, Insufficient special ability, Insufficient job knowledge, Defect of judgment or memory</td>
</tr>
<tr>
<td>Emotional problems</td>
<td>Frequent disruptive emotion: anxiety, depression, anger, excitement, shame, guilt, jealousy, Neurosis: with anxiety, depression, anger predominating, Psychosis: with anxiety, depression, anger predominating, Alcohol and drug problems</td>
</tr>
<tr>
<td>Motivational problems</td>
<td>Strong motives frustrated at work: pleasure in success, fear of failure, avoidance motives, dominance, desire to be popular, social motivation, need for attention, Unintegrated means used to satisfy strong motives, Low personal work standards, Generalized low work motivation</td>
</tr>
<tr>
<td>Physical problems</td>
<td>Physical illness or handicap, including brain disorders, Physical disorders of emotional origin, Inappropriate physical characteristics, Insufficient muscular or sensory ability or skill</td>
</tr>
<tr>
<td>Family-related problems</td>
<td>Family crises: divorce, death, severe illness, Separation from the family and isolation, Predominance of family considerations over job demands</td>
</tr>
<tr>
<td>Work-group problems</td>
<td>Negative consequences of group cohesion, Ineffective management, Inappropriate managerial standards or criteria</td>
</tr>
<tr>
<td>Organizational problems</td>
<td>Insufficient organizational action, Placement error, Organizational overpermissiveness, Excessive spans of control, Inappropriate organizational standards and criteria</td>
</tr>
<tr>
<td>Society-related problems</td>
<td>Application of legal sanctions, Other enforcement of societal values, including the use of inappropriate value-based criteria, Conflict between job demands and cultural values: equity, freedom, moral and religious values</td>
</tr>
<tr>
<td>Problems related to the work situation</td>
<td>Negative consequences of economic forces, Negative consequences of geographic location, Detrimental conditions in the work setting, Excessive danger, Problems inherent in the work itself</td>
</tr>
</tbody>
</table>

*Source: Miner (1985, 312–14).*
The Components of Managerial Motivation

The components of managerial motivation that were identified in the items is listed below:

- Favorable attitudes to superiors
- Desire to compete
- Desire to exercise power
- Desire to perform in the masculine role, and thus to assert oneself
- Desire to be distinct and different
- Desire to perform routine duties responsibly

To the extent that scores on the items in each grouping are consistently positive, the person was assumed to possess the motive (or motive constellation) involved. However, many people gave negative responses, often a number of them. This was not merely indicative of a lack of the particular type of motivation; it reflected a desire not to do these things, to avoid such behavior.
The theory was that this occurs because the type of motivation aroused by the role requirement had become associated with anxiety and guilt. Consequently, the motives are driven to the level of the unconscious in order to avoid recognizing them. Yet this attempt is only partially successful, and the negative emotion persists.

Thus, favorable attitudes to superiors can mean unnatural behavior, perhaps involving sexual activity with a parental figure. Competitiveness can mean out-of-control aggression and violence, even murder. Power motivation can mean acting superior, authoritarianism, and dictatorial. Masculinity can mean questioning one’s sexual identity for women, and macho sexual arousal for men. Being distinct and different can mean showing off, phoniness, and even exhibitionism. Performing routine duties can carry implications of dishonesty, vindictiveness, and jealousy. The underlying dynamics involved here are described in detail in Miner (1975). The theory is that informal role requirements involved in managerial work thus can elicit phobic reactions to the managerial situation.

**The Theory Applied to Bureaucracy**

For some time the theory thus specified was not defined as to domain. With expanding research, however, (see Miner 1965, 1977), it became apparent that the domain was really bureaucracy as initially defined by Weber (see Miner 2002a). The theory then was expanded to state that managerial motivation would explain and predict the success of managers in bureaucratic organizations with multiple levels of hierarchy, but it would not work with nonmanagers, and it would not work in structures other than the bureaucratic ones.

Figure 17.2(a) sets forth the hierarchic role motivation theory as thus formulated.

**SUBSEQUENT ROLE MOTIVATION THEORY**

Sometime in the mid-1970s Miner began to theorize regarding the fact that the hierarchic views were restricted to the domain of bureaucratic organizations, and thus that other organizational forms might require similar theories. His efforts in this regard settled first on a concept of control hypothesized to operate broadly through various organizational systems (see Miner 1977). Later the idea of inducement systems was substituted (Miner 1980a), and specific role prescriptions and their motivational bases were identified. Finally, theoretical hypotheses were stated:

**Hypothesis 1.** In hierarchic systems, managerial motivation should be at a high level in top management and it should be positively correlated with other managerial success indexes; managerial motivation should not differentiate in these ways within other types of systems.

**Hypothesis 2.** In professional systems, professional motivation should be at a high level among senior professionals, and it should be positively correlated with other professional success indexes; professional motivation should not differentiate in these ways within other types of systems.

**Hypothesis 3.** In group systems, group motivation should be at a high level among emergent leaders, and it should be positively correlated with other group-determined success indexes; group motivation should not differentiate in these ways within other types of systems.

**Hypothesis 4.** In task systems, task (achievement) motivation should be at a high level among task performers (entrepreneurs, for example), and it should be positively correlated with
Figure 17.2  Outlines of the Four Forms of Role Motivation Theory
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task success indexes; task motivation should not differentiate in these ways within other types of systems (Miner 1982, 298).

The Professional Theory

The professional system did not arise out of test items as the hierarchic theory did. Specific informal role prescriptions were developed and motivational patterns that fit them were then stated, using the literature and personal experience as a guide.

The components of professional motivation thus identified were as follows:

- Desire to learn and acquire knowledge
- Desire to exhibit independence
- Desire to acquire status
- Desire to help others
- Value-based identification with the profession

The way in which these patterns fit into the theory is indicated in Figure 17.2(b). A measure of the motives involved was constructed in much the same matter as for the hierarchic theory, except that the five motive patterns were known at the outset, and this fact guided the selection of items. The resulting instrument, the Miner Sentence Completion Scale (Form P), was used in a validation study conducted among members of the Academy of Management to test the theory thus constructed (Miner 1980b).

The Task Theory

Task theory is an adaptation of McClelland’s work on achievement motivation (see Chapter 4). Initially Miner set out to test the hypothesis that entrepreneurs found companies to have something to manage, and thus managerial motivation should be the major source of entrepreneurial accomplishment. This hypothesis had only limited success at best (Smith and Miner 1983). Only then did he turn to task theory using achievement motivation theory as a guide.

The components of this theory are as follows:

- Desire to achieve through one’s own efforts
- Desire to avoid risk
- Desire for feedback on performance
- Desire to introduce innovative solutions
- Desire to plan and establish goals

Of these, only the second (risk) departs to some degree from McClelland. The theory as a whole is outlined in Figure 17.2(c). A measure was constructed using the sentence completion format—the Miner Sentence Completion Scales (Form T). This in turn was employed in a study of high-tech entrepreneurs to provide an initial test (Miner, Smith, and Bracker 1989).

A related program of theory and research should be distinguished from the work on task theory. In this instance data were derived from an entrepreneurship development program and from an MBA course in entrepreneurship. The theory involves sets forth a typology of entrepreneurs consisting of personal achievers, real managers, expert idea generators, and empathic super salespeople (Miner 1997). Although the Miner Sentence Completion Scales are used in this research, the overall theory itself is not really a role motivation theory.
The Group Theory

Group role motivation theory exists as a theory, but the motives involved have not been operationalized, nor the theory tested, as of this writing. The theory is almost completely a consequence of the literature on autonomous work groups, sensitivity training, and organization development. The literature that appears to have exerted the most influence is in the tradition of Kurt Lewin (see Chapter 3)—from MIT, the University of Michigan, and the Tavistock organization in England.

The components of the theory thus derived are:

- Desire to interact socially and affiliate with others
- Desire for continuing belongingness in a group
- Favorable attitudes toward peers
- Desire to have cooperative/collaborative relationships
- Desire to participate in democratic processes

The way in which these components fit into the group organizational form is set forth in Figure 17.2(d).

Organizational Types

The previous discussion, and the research noted, have focused at the level of individual motivation utilizing primarily the various Miner Sentence Completion Scales (MSCS). Yet the theories are meso theories dealing as much with organizational forms, and the informal role requirements they posit, as with intrinsic motive patterns.

Given that the theories predict particular types of person–organization fit (see Tinsley 2000), if role behavior and role requirements are to mesh, there was a clear need for a measure of the four organization types. This became evident in the late 1970s as the three organizational forms beyond the hierarchic were developed. As a result, Oliver (1982) created an instrument, the Oliver Organization Description Questionnaire, to operationalize the four organizational forms. Oliver’s questionnaire has been used extensively in research conducted since its development (e.g., see Wilderom and Miner 1991). It appears to be effective in differentiating the domains of the various role motivation theories.

Leadership as Career

The concept of leadership was first introduced into the role motivation literature by Miner (2000). Leaders within different organizational forms are said to be completely different types of people whose personalities must mesh with role requirements fitting the organization type in order to prosper.

Later this view is expressed in hypothesis form as follows:

Leadership roles take different forms in different organizational contexts and require different types of people to perform in these roles effectively—people whose motives are strongly congruent with the particular organizational type involved; thus leadership careers vary in important ways with the organizational forms in which they occur. (Miner 2002b, 318)

Leadership in any such form is a developing process of career identification where a person increasingly takes on a set of institutionalized roles viewed as personally compatible. Within
hierarchic organizations leaders are those in the upper reaches of the pyramid often referred to as top management; managers below this level are considered to be in a pre-leadership role. Within professional organizations leaders are those who are identified with the intellectual elite, in contrast with being rank-and-file practitioners; such intellectual leaders may achieve their status within a cosmopolitan or local context. Within task systems entrepreneurial leaders are characterized as being lead entrepreneurs who own a large share of the venture or hold a dominant position (as with corporate entrepreneurship—see Sathe 2003) and who are growth oriented; in the team context the lead entrepreneur concept is especially important, and the vision of that person plays a key strategic role (see Ensley, Carland, and Carland 2000). Within group systems leadership is emergent predicated on group norms; examples would be elected leaders of autonomous work groups and committee chairs within legislative bodies.

Leadership careers are much the same as any other type of career and they operate in the same manner. First of all leadership is established, then leadership persistence, and finally a leadership career (Foti and Miner 2003). Congruent careers, whether of the leader variety or of some other type, will be predicted at higher levels than the other criteria (outcomes) of role motivation theory. The role prescriptions against which leaders match their motivational patterns are viewed as organizational form-specific prototypes that observers (including followers) develop. This thinking follows that of Chapter 15. However, these prototypes are said to be institutionalized, and thus widely held, and also informal, rather than highly correlated with the formal roles established by the organization. Institutionalization is defined using Scott’s (2001) formulations, and is then further specified as informal following Zenger, Lazzarini, and Poppo (2002).

A final point involves levels of analysis issues and the use of a projective technique such as the sentence completion method, which gets at unconscious or automatic processes. Miner holds that to measure the motives of role motivation theory one must use some index that taps into the unconscious, such as projectives. Self-report indexes and projectives dealing with the same construct do not produce the same results; in fact, they can produce directly opposite results (Miner and Raju 2004). Schriesheim, Castro, Zhou, and Yammarino (2001) make the point that theories that posit constructs at one level (individual, dyad, group, organizational) should be tested using those constructs at that same level. But they do not break the individual level down further. Miner indicates that a clear differentiation should be made between motives at the implicit level and at the self-attributed level, and that using a projective technique is appropriate, and indeed required, by the fact that the role motivation theory motives are stated at the implicit level.

EVALUATION AND IMPACT

Initially most of the research on role motivation theory was conducted by Miner, but gradually it spread to joint authorships, studies by doctoral students, and completely independent investigations. Because organizational form is the key to all that follows, it is important to determine first whether the four types do in fact reflect the present realities of organizational structuring. This may be accomplished by surveying the relevant literature.

The hierarchic organization type appears to be well supported (e.g., see Leavitt 2003; Russell 2001), as would be expected from the wide prevalence of bureaucracy. Professional organizations can be differentiated from bureaucracies as a distinct type as well (Golden, Dukerich, and Fabian 2000), and exhibit characteristic competencies (Jones and Lichtenstein 2000). A book by Schoonhoven and Romanelli (2001) differentiates the entrepreneurial type of organization,
while a number of publications describe the role of growth orientation in entrepreneurial firms (e.g., see Wiklund and Shepherd 2003). Articles by Taggar, Hackett, and Saha (1999) and by Shaw, Duffy, and Stark (2000) serve to establish the identity of group systems. Quite possibly, as Miner recognizes, other types of organizations exist, or have existed, but the hypothesized four types seem well established now.

Positive Findings and Evaluations

The initial studies on each theory mentioned previously, including the Atlantic research within a hierarchy, the Academy of Management study within universities, and the analysis of high-tech entrepreneurs within task systems, all produced positive findings as to theoretical validity. Since then, these three theories have received much favorable attention. This is particularly true of the hierarchic theory (e.g., see the literature reviews of Cornelius 1983; Latham 1988; Adler and Weiss 1988; and the meta-analyses of Nathan and Alexander 1985; Carson and Gilliard 1993). A meta-analysis comparing the sexes on the hierarchic theory also provides support (Eagly, Karau, Miner, and Johnson 1994). The other three theories are newer, and there has been less time to evaluate them. The group theory is really nothing more than speculation at the moment for lack of measures and research tests. The task theory is so closely allied to motivation theory that it can hardly be said to exist as a separate entity. Thus, the evidence in support of achievement motivation as a key ingredient of entrepreneurial success (see Chapter 4) can be mobilized to substantiate role motivation theory in this regard. Winter (2002) in fact specifies achievement motivation as an essential element of entrepreneurial leadership, while noting that power motivation plays the same role in bureaucratic leadership. The professional theory has received consistent support, but the research evidence to date is more limited. There is nothing from achievement motivation theory that is applicable in this instance.

Note should be made of the most recent tally of the results of research on role motivation theories (see Miner 1993b). Overall there are 57 studies to draw upon and these describe 92 criterion relationships. In 92 percent of the latter, the results are significant and consistent with theoretical predictions. When the analysis is conducted outside the appropriate domain (with 28 studies and 59 criterion relationships), 100 percent of the results prove to be nonsignificant or (in six cases) significant in a negative direction. The lowest number of criterion relationships involved in this tally for any of the theories is 13 (for the professional theory). To these results should be added more recent findings from China that consistently support the hierarchic theory (Chen, Yu, and Miner 1997; Ebrahimi 1999).

Miner (2002b) has begun to present evidence consistent with the leadership theorizing. He also has data that are relevant to the leadership career formulations. Thus, in an exchange of letters with Foti, he has the following to say:

Not previously published are the results of eight separate analyses . . . which relate the MSCS total scores to congruent and noncongruent career data. The congruent correlations range from .41 to .75 with a median of .58. . . . The median of nine noncongruent values is .11. Given the similarity between leadership and career findings, it seems appropriate to view the two as overlapping constructs. (Foti and Miner 2003, 96)

A search of the recent literature dealing with role motivation theory indicates considerable support on the part of reviewers. Yukl (2002) notes that the hierarchic theory works well in
predicting managerial criteria in large, bureaucratic organizations; it does not work well within small organizations (entrepreneurial firms). Other reviewers focus on the task theory and cite evidence that it effectively predicts various entrepreneurial outcome criteria (see Rauch and Frese 2000; Shane, Locke, and Collins 2003). Vecchio (2003) indicates that “the results for Miner’s theory have been consistently supportive of the view that different types of people may be drawn to different types of organizational systems” (312), but he also suggests the possibility that occupying a given set of roles may serve to modify their motivation.

### Negative Evaluations

Like Fiedler’s contingency theory of leadership (Chapter 13), role motivation theory has been the subject of considerable controversy. Both theories utilize projective, or semi-projective, measures, and these measures appear to be at the center of the controversies. Projective techniques came to organizational behavior from clinical psychology; they are rarely taught in organizational behavior doctoral programs, and in fact they tend to elicit rather negative prototypes among many in the field. Many of the disputes surrounding projective techniques have come to organizational behavior from their original home in clinical psychology (for a recent example among a long line of similar cases, compare Lilienfeld, Wood, and Garb 2000 with Hibbard 2003).

Miner (1993b) contains a treatment of the controversies and criticisms leveled at role motivation theory (with reference to the hierarchic version) in the period from the late 1970s through the 1980s. This treatment also considers new evidence presented by Miner in response to these criticisms. The criticisms may be distilled down to five as follows, although most of these are put forth by only a few critics:

1. Construct validity is lacking.
2. Reliability is lacking.
3. Role motivation training teaches the theory.
4. The decline (in motivation to manage) is questionable.
5. Gender effects are widespread (Miner 1993b, 289–96).

With regard to the construct validity issue, the response by Miner, and other evidence that we have already considered, appears to have laid this matter to rest. Scorer unreliability has been charged, but on the evidence good reliability can be achieved at above the 0.90 level with adequate training and attention to detail. Internal consistency reliability has not been demonstrated, and does not appear to be present, but it is not needed with instruments of this type, which are not intended to be factor pure (for a discussion, see Streiner 2003). The average total score test-retest reliability for a MSCS is reported at 0.86; the subscales overall average 0.20 lower. To this should be appended the argument that if validity proves adequate (which it has), then reliability becomes a secondary issue.

The contention that role motivation training teaches the theory, and thus primes a rise in motivational score on the sentence completion measure, served to instigate research to test this hypothesis. As reported in Miner (1993b), the evidence provides no support for this hypothesis.

The decline criticism refers to a finding that managerial motivation scores decreased during the 1960s and early 1970s when activism on university campuses was at its height. This was based on a happenstance finding and thus not predicted by theory (see Miner 1974). In any event, the evidence presented to support it was felt to be inadequate. However, the con-
trary evidence offered to refute any decline proved to be faulty, and Miner in various publications provides rather convincing data that the decline did occur. Given that this finding does not derive from role motivation theory per se, the issue has no bearing on the validity of that theory in any event.

The gender criticism, in contrast to the other four, does appear to have some credibility insofar as the measure used to test the hierarchic theory is concerned. As a result of cultural changes, certain items that were entirely acceptable during the 1960s have come to elicit negative reactions from test takers forty years later. This effect does not appear to influence the validity of the instrument, but it can well have an impact on acceptability. The reader is referred to Miner (1993b) for an item-by-item analysis. Older test takers, having lived in the earlier culture, would not appear to be influenced by the content of the offending items.

Also, to provide an example of an instance that did not fully support role motivation theory, a predictive study over a two-year period can be noted (Schneider, Ehrhart, and Ehrhart 2002). This research was conducted with high school students and used the hierarchic theory to predict teacher and peer ratings related to leadership. Several of the predicted subscale findings were significant, but not as many as might have been expected; total score findings are not provided. Presumably the pre-career status of these students, with role prototypes not yet completely formed, accounts for the negligible results.

A very recent criticism (Stewart and Roth 2004) focuses primarily on the inclusion of various studies in meta-analyses. However, it also escalates the matter of the psychometric properties associated with the measurement of risk avoidance (a subscale) to a critique of role motivation theory measures overall. Of the five points noted in Miner (1993b), only the construct validity and reliability issues are grounds for criticism; in the latter instance scorer, internal consistency, and test–retest reliability are all questioned. However, in drawing upon previous criticisms, Stewart and Roth (2004) do not mention any of those discussed in Miner (1993b), nor do they cite any of the replies noted there or the appropriate chapter of that book. They do cite several reviews with a date of 1992, but these could not have been informed by Miner’s 1993 book. Thus, given the issues raised in this critical statement, the implications for role motivation theory seem best addressed, as noted previously, in Miner (1993b). The reader who is interested in the details of such controversies should consider Stewart and Roth (2001), Miner and Raju (2004), and Stewart and Roth (2004) in that order.

APPLICATIONS

The most obvious application of role motivation theory is the training instituted at Atlantic Refining Company. This type of training, which is based on the hierarchic theory, has been given many times to both university students and managers (e.g., see Miner 1977). In a number of instances, it has been evaluated using various experimental designs—in some instances by Miner but as often by others. The results of these studies on managerial motivation are as follows:

Among the 24 experimental group analyses 96 percent indicate an overall improvement subsequent to managerial role motivation training. Among the 11 control group analyses, none indicate a total score improvement, and in fact there is one instance of a significant decline. It is hard to argue with the conclusion that the training does have an impact on motivation. (Miner 1993b, 185)
As well, a study on promotion rates over a five-year period subsequent to training (using a control group) indicated that of those who stayed, 86 percent in the trained group were promoted, and 57 percent in the control group were promoted (and 10 percent were demoted). Of those who left, 69 percent in the trained group were recommended for rehire, and 30 percent in the control group were recommended for rehire. A number of reviews of these training evaluation studies have been published, with the overall reaction being “that it is soundly grounded in research, and does produce substantial change” (Miner 1993b, 198).

The task theory has not produced an application derived directly from it, largely because McClelland’s achievement motivation training was available (see Chapter 4). Insofar as the professional theory is concerned, only one attempt at a training application is noted in the literature and that involved special education teachers who received ten hours of training. The primary orientation of this effort was along the lines discussed in Chapter 8. The only change identified as a result was an increase in the desire to acquire status.

Another application is to use the role motivation theory instruments to select leaders or potential leaders in the appropriate domain. In this connection the major use has been to assess candidates by consulting firms or companies, following the leads established by validity studies, many of which are longitudinal in nature. The decline in motivation to manage during the 1960s and 1970s and thereafter (Miner 1974) accelerated the need for this type of application. Given the somewhat cumbersome demands of learning to score projective techniques at present, it would have been desirable to develop alternative methods. However, attempts to do this have not proved fruitful, and Miner appears to have given up on such efforts. In this connection a recent attempt to promote a general measure of motivation to lead, which appears to represent hierarchic leadership primarily, lacks the capacity to tap implicit levels of motivation and thus is inappropriate for testing role motivation theory (Chan and Drasgow 2001).

**CONCLUSIONS**

The ratings provided for role motivation theory present a generally positive picture. The importance rating by peers, at 4.05, is on the low side for the essential theories discussed in this book, suggesting a degree of ambivalence perhaps associated with the widespread use of a projective measure in testing the theory. The 4 star evaluation of validity is consistent with the extensive research in this area, almost all of which is positive. However, problems exist in that alternative measures that work as well have not been developed. One could also hope for a more gender neutral measure for the hierarchic theory and for an instrument to assess the validity of the group theory, although Miner’s strategic decision to focus on the measures currently available seems justified. The similar 4 star rating for applications to practice is based largely on the demonstrated value of role motivation training and of the various MSCS measures for assessment purposes. Yet the lack of a truly effective approach to professional training represents somewhat of a problem and so too does the failure to provide more precise guidance on the use of the motivational measure for selection and assessment. In the latter instance, however, an article by Miner, Ebrahim, and Wachtel (1995) does offer some solutions.

In the next two chapters, I take up two of the most dominant approaches to leadership at the present time. Both have moved leadership a long way from its early origins in the Ohio State University scales for consideration and initiating structure.
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There are a number of leadership theories that emphasize such matters as the emotional attachment followers feel for the leader, the arousal of followers by the leader, enhancement of follower commitment to the mission set forth by the leader, follower trust and confidence in the leader, follower value orientations, and follower intrinsic motives. Leadership of this kind gives meaningfulness to follower activities by providing a sense of moral purpose and commitment. Leader behavior remains of concern, but it deals with symbolic acts, visionary messages, intellectual stimulation, displays of confidence in self and followers as well, expectations of personal sacrifice, and exhortations to performance beyond normal requirements (Shamir, House, and Arthur 1993). Theories of this nature have their origins in the concept of charisma as articulated by Weber (see Miner 2002a). They attempt to build on that construct, to fill in the blanks and iron out the inconsistencies, as well as to formulate propositions and hypotheses that are readily testable.

Two theories of this kind are detailed and evaluated in this and the following chapter—Robert
House’s charismatic leadership theory and Bernard Bass’s theory of transformational, as opposed to transactional, leadership. These formulations are the best known and most widely researched of the genre. They are not identical, nor are they the same as other theories on the same topic, but all of these theories have much in common, presumably because all are rooted in Weber’s writings. I consider House’s charismatic leadership theory first, simply because it came into being first.

In 1996 House formulated an updated version of his path–goal theory concerned with work unit leadership (see Miner 2002a), which lists twenty-six propositions. One of the categories of propositions used is labeled value-based behavior (articulate a vision, display passion for the vision, demonstrate confidence in vision attainment, arouse nonconscious relevant follower motives, take risks to attain the vision, communicate high expectations, use symbolic behaviors to emphasize vision values, exhibit positive evaluations of followers frequently). Three propositions dealing with value-based leadership are specified.

All this sounds very much like charismatic leadership, and in fact it is. The charismatic theory had existed for almost twenty years at this point, and the three propositions of path–goal theory represent an attempt to bridge the two approaches. Yet in many respects path–goal theory is an effort to deal with the task of supervising work units within hierarchic organizations, while charismatic theory more often deals with leading organizations as a whole. In spite of the three propositions, the two theories tend to function in separate domains.

BACKGROUND

Robert House was born in 1932 in Toledo, Ohio. He has had a varied career. After graduating from the University of Detroit he worked for Chrysler and started on an MBA at his alma mater. Later he moved to the Ph.D. program in business at Ohio State, where he obtained the degree in 1960, and continued as a faculty member. During this period his basic education was in classical management with practically no organizational behavior included (House 1993). In the latter respect he has been self-taught. House left Ohio State in 1963 for McKinsey and Company and later moved to the City University of New York. In 1972, he went to the University of Toronto, and more recently he has joined the faculty at the University of Pennsylvania’s Wharton School, where he remains.

The background of his charismatic theory is of interest. The debt to Weber has already been noted. In addition, a major influence stemmed from the political science and sociological literature that built upon Weber. Into this background, House integrated certain of the relevant research from psychology. He was particularly influenced by the thinking of David McClelland (see Chapter 4), which was interpreted for him by David Berlew, a former student of McClelland’s. He says, “I learned a great deal from my conversations with Dave. He was a major influence on my thinking and the stimulus for the development of the 1976 theory” (House 1993, 63).

To avoid confusion, I should note that McClelland’s theory also spawned a theoretical thrust of House’s (1988), which focused specifically on power in organizations and the role of power motivation. This thrust ultimately was extended to the nature of power relationships in organic and mechanistic organizations (House 1991). This work by House on power is closely related to the charismatic leadership theory, but it is an independent theory and is not treated directly here.

THE DIVERSE ARRAY OF PROPOSITIONS

House’s charismatic theory is stated in terms of various sets of propositions that extend from 1977 onward, and which may in fact not yet be ended. However, the key propositions of the theory
appear, at least at this point, to have already been set in print. The theory was first presented at a professional meeting in 1976, but was not published until the following year.

The Initial 1976 Theory

House (1977) defines charismatic leadership as referring to a leader who has charismatic effects on followers to an unusually high degree. These effects include devotion, trust, unquestioned obedience, loyalty, commitment, identification, confidence in the ability to achieve goals, and radical changes in beliefs and values. This definition is said to be free of tautology because the effects are operationally determined by independent observers. The propositions follow:

1. Characteristics that differentiate leaders who have charismatic effects on subordinates from leaders who do not have such charismatic effects are dominance and self-confidence, need for influence, and a strong conviction in the moral righteousness of their beliefs. (In a footnote House indicates he would accept intellectual fortitude and integrity of character, as well as speech fluency or capacity for ready communication as additional characteristics.)

2. The more favorable the perceptions of the potential follower toward a leader, the more the follower will model: (a) the valences of the leader; (b) the expectations of the leader that effective performance will result in desired or undesired outcomes for the follower; (c) the emotional responses of the leader to work-related stimuli; (d) the attitudes of the leader toward work and toward the organization. Here “favorable perceptions” is defined as the perceptions of the leader as attractive, nurturant, successful, or competent.

3. Leaders who have charismatic effects are more likely to engage in behaviors designed to create the impression of competence and success than leaders who do not have such effects.

4. Leaders who have charismatic effects are more likely to articulate ideological goals than leaders who do not have such effects.

5. Leaders who simultaneously communicate high expectations of, and confidence in followers are more likely to have followers who accept the goals of the leader and believe that they can contribute to goal accomplishment, and are more likely to have followers who strive to meet specific and challenging performance standards.

6. Leaders who have charismatic effects are more likely to engage in behaviors that arouse motives relevant to the accomplishment of the mission than are leaders who do not have charismatic effects. (In a footnote, House indicates that the leader’s ability to arouse subordinate motives is hypothesized to be a function of the extent to which subordinates hold favorable leader perceptions as specified in number 2 above).

[7.] Leaders are more likely to have charismatic effects in situations stressful for followers than in nonstressful situations. Further, it can be hypothesized that persons with the characteristics of dominance, self-confidence, need for influence, and strong convictions will be more likely to emerge as leaders under stressful conditions. Whether or not follower distress is a necessary condition for leaders to have charismatic effects or for persons with such characteristics to emerge as leaders is an empirical question that remains to be tested. (This is not stated as a numbered proposition, although it would appear to be number 7.)

8. A necessary condition for a leader to have charismatic effects is that the role of followers be definable in ideological terms that appeal to the follower. (House 1977, 194, 196–198, 201, 203–5)
Figure 18.1  **The Initial Model of Charismatic Leadership**

![Diagram of the Initial Model of Charismatic Leadership]


*Note*: --- indicates a moderated relationship between leader and follower responses; leader characteristics are combined in a “possibly additive and possibly interactive” manner.

Figure 18.1 is presented as a summary statement of the theory. Note that what would have been proposition #7, regarding situations stressful for followers, is not depicted in the figure. Also, a subsequent restatement of the theory (House and Baetz 1979) fails to include the enigmatic proposition #7.

**Personality and Charisma**

There is roughly a ten-year gap in the published work on charisma theory at this point, although efforts in this area appear to have continued (House 1993). What finally did emerge, however, on the theoretical front is a set of finely tuned hypotheses suitable (and indeed used) for empirical testing purposes. These hypotheses were a component of a research program in which documents related to the behavior and personality characteristics of U.S. presidents were analyzed. The research itself will be considered later, but what is important at this point is how these hypotheses tie into the theoretical perspective.

In the first instances the hypotheses are as follows:

1. The biographies of cabinet members reporting to charismatic U.S. presidents (will) include more incidents of positive affective relations with the presidents and more positive affective reactions to their positions than (will) noncharismatic U.S. presidents.
2. The biographies of cabinet members reporting to charismatic U.S. presidents (will) include more incidents of charismatic behaviors on the part of the presidents than (will) biographies of noncharismatic presidents (House, Woycke, and Fodor 1988).

In the second instance, hypotheses dealing with charisma are specified as follows:

1. Presidential behavioral charisma will be positively related to presidential need for power and presidential activity inhibition and negatively related to presidential needs for achievement and affiliation.
2. Presidential behavioral charisma will be positively related to presidential performance. This relationship will remain after controlling for the effects of presidential motives on overall performance and on presidential behavioral charisma.
3. There will be positive relationships between presidential performance and need for power and activity inhibition, and there will be negative relationships between presidential performance and needs for achievement and affiliation, independent of any effects of motives on performance via behavioral charisma.
4. Crises are positively related to presidential behavioral charisma and presidential performance.
5. The institutional age of the presidency is positively related to presidential motives, level of crises within administrations, presidential behavioral charisma, and presidential performance (House, Spangler, and Woycke 1991, 368–71).

These hypotheses derive from what is referred to as the integrated House-McClelland model. This model is developed further elsewhere (House and Howell 1992) with the specification of the characteristics of what are termed socialized and personalized charismatic leaders. The model does indeed draw upon ideas advanced by McClelland regarding managers in hierarchic organizations, and it does appear to be aligned with House’s (1977) earlier propositions regarding charismatic leaders. Yet it is well to recognize that McClelland (see Chapter 4) in his research was not dealing with charismatic leaders, only effective line managers.

*Socialized charismatic leadership* is defined to include (1) a basis for egalitarian behavior, (2) the services of collective interests rather than the leader’s self-interest, and (3) the development and empowerment of others. Hypothesized characteristics of the socialized type are a high need for power combined with high activity inhibition, a low level of Machiavellian behavior, nonauthoritarianism, internal beliefs, and high self-esteem.

*Personalized charismatic leadership* on the other hand is defined as (1) being based on personal dominance and authoritarian behavior, (2) serving the self-interest of the leader and consequently self-aggrandizing, and (3) being exploitive of others. Such people are hypothesized to possess a high need for power in conjunction with low activity inhibition, high levels of Machiavellian behavior, high narcissism, high authoritarianism, external beliefs, and low self-esteem.

**Motivational Effects of Charismatic Leadership**

The next major extension of the theory involved an attempt to explain more fully the relationships between leader behaviors and their effects on followers (Shamir, House, and Arthur 1993). These formulations begin with a set of assumptions about human motivation and the self-concept:
1. People are not only pragmatic and goal-oriented but also self-expressive.
2. People are motivated to maintain and enhance their self-esteem and self-worth.
3. People are motivated to retain and increase their sense of self-consistency.
4. Self-concepts are composed at least partially of identities that include values and links to society.
5. People may be motivated by faith, which is not the same as expectancies (580).

Charismatic leaders achieve their effects by implicating followers’ self-concepts. This in turn is accomplished by:

1. Increasing the intrinsic valence of effort
2. Increasing effort–accomplishment expectancies
3. Increasing the intrinsic valence of goal accomplishment
4. Instilling faith in a better future
5. Creating personal commitment

These motivational processes are activated by role modeling, whereby the leader assumes the role of a representative character, and by frame alignment, in accordance with which a set of follower values and beliefs become congruent and complementary with the leader’s activities, goals, and ideology.

The theoretical propositions are then stated as follows:

1. In order to implicate the followers’ self-concepts, compared to noncharismatic leaders, the deliberate and nondeliberate messages of charismatic leaders will contain:
   a) more references to values and moral justifications,
   b) more references to the collective and to collective identity,
   c) more references to history,
   d) more positive references to followers’ worth and efficacy as individuals and as a collective,
   e) more expressions of high expectations from followers, and
   f) more references to distal goals and less reference to proximal goals.

2. The more leaders exhibit the behavior specified above, the more their followers will have:
   a) a high salience of the collective identity in their self-concept,
   b) a sense of consistency between their self-concept and their actions on behalf of the leader and the collective,
   c) a high level of self-esteem and self-worth,
   d) a similarity between their self-concept and their perception of the leader, and
   e) a high sense of collective efficacy.

3. The more leaders exhibit the behaviors specified in the theory, the more followers will demonstrate:
   a) personal commitment to the leader and the mission,
   b) a willingness to make sacrifices for the collective mission,
   c) organizational citizenship behavior, and
   d) meaningfulness in their work and lives.

4. A necessary condition for a leader’s messages to have charismatic effects is that the message is congruent with the existing values and identities held by potential followers.
5. The more the potential followers have an expressive orientation toward work and life, the more susceptible they will be to the influence of charismatic leaders.

6. The more the potential followers have a principled orientation to social relations, the more susceptible they will be to the influence of charismatic leaders.

7. The emergence and effectiveness of charismatic leaders will be facilitated to the extent to which:
   a) there is an opportunity for substantial moral involvement on the part of the leader and the followers,
   b) performance goals cannot be easily specified and measured,
   c) extrinsic rewards cannot be made clearly contingent on individual performance,
   d) there are few situational cues, constraints, and reinforcers to guide behavior and provide incentives for specific performance, and
   e) exceptional effort, behavior, and sacrifices are required of both the leaders and followers (Shamir, House, and Arthur 1993, 586–90).

In this context the authors indicate that exceptional circumstances are not necessary for charismatic leadership to emerge; that exceptional conditions do not necessarily carry the implication of crisis, since opportunities may be involved as well; and that when crisis-handling and charisma occur together the effects tend to be short-term. Here charismatic leadership and crises are clearly unbundled in seeming contradiction to the House (1977) position.

Integrating Charismatic Theory

In a 1993 book chapter, House and Shamir attempt an integration of the various theories with roots in Weber’s charisma, focusing on the treatment of charismatic behaviors. They do this by again specifying a set of propositions that collectively are said to accomplish this integrative purpose. The first such proposition is in reality a version of proposition #2 given in the previous section. However, a sixth consequence is now added, apparently taken from proposition #3 of the same set—a higher sense of meaningfulness in their work and lives.

The following three propositions are closely aligned with those stated previously as well:

2. Leaders who have charismatic effects are more likely to engage in behaviors that arouse motives relevant to the accomplishment of the mission than are those who do not have charismatic effects.

3. Leaders who have charismatic effects are more likely to arouse motives in the context of references to the mission and the collective than are those who do not have charismatic effects.

4. Leaders who have charismatic effects are more likely to behave in a manner that provides a personal and vivid example of the values of the mission than are leaders who do not.

Yet the last two propositions reflect an acceptance of ideas previously embodied in theories other than House’s:

5. Leaders who have charismatic effects are more likely to challenge the assumptions, stereotypes, generalizations, and worldviews (weltanschauung) of followers than are leaders who do not have such effects.
6. Followers who are in a charismatic relationship with their leader are more likely to be intellectually stimulated by their leader’s challenges to their assumptions, stereotypes, generalizations, and worldviews than are followers who are not in such a relationship. (House and Shamir 1993, 90–91, 95, 100)

In spite of these latter formulations and the goal of producing an integrated theory, as well as the use of terminology from expectancy and path–goal approaches to theorizing as reflected in Figure 18.2, there remain a number of differences among theories. Certain of these indeed are noted by House and Shamir (1993).

In another book chapter published at roughly the same time, House and Podsakoff (1994) also argue for integration, and apply the term outstanding (and outstanding leadership theory) to the various ideas dealing with charismatic, transformational, and visionary leadership phenomena; in this view charismatic leadership is one form of the outstanding type, but all three constructs are closely related. In this same publication the authors note certain behaviors “not associated with outstanding leadership,” but advocated by other theorists. Among these are individualized consideration, environmental monitoring, leader adaptability, and intellectual stimulation. Yet in proposition #6 of House and Shamir (1993) intellectually stimulating behavior is accepted into charismatic leadership theory.

The Rhetoric of Charisma

Based on prior theorizing, especially that dealing with motivational effects (Shamir, House, and Arthur 1993), Shamir, Arthur, and House (1994, 29) set forth a set of propositions regarding the content of charismatic leaders’ speeches (as opposed to the content of speeches by noncharismatic leaders) as follows:

---

**Figure 18.2** Model of the Charismatic Leadership Process

1. more references to collective history and to the continuity between the past and the present;
2. more references to the collective and to collective identity, and fewer references to individual self-interest;
3. more positive references to followers’ worth and efficacy as individuals and as a collective;
4. more references to the leader’s similarity to followers and identification with followers;
5. more references to values and moral justifications, and fewer references to tangible outcomes and instrumental justifications;
6. more references to distal goals and the distant future, and fewer references to proximal goals and the near future; and
7. more references to hope and faith.

Homogeneity of Charisma Among Followers

A set of propositions dealing with the homogeneity of charismatic reactions among followers is proposed by Klein and House (1995). The idea is that charisma may flow from the leader fairly evenly to the various group members, or it may settle in pockets within the group. These propositions regarding the diffusion of charismatic effects are as follows:

1. A leader may share charismatic relationships with: a) all of his or her followers (high group-level charisma); b) some of his or her followers (variable, dyad-level charisma); or c) none of his or her followers (low group-level charisma).
2. The more a leader treats all of his or her followers in a consistent fashion, the more homogeneous the level of charisma characterizing each of the follower’s relationship with the leader.
3. The greater the homogeneity in the nature of subordinates’ values and orientations to work and to social relations, the greater the homogeneity of the charisma shared by each subordinate and the leader.
4. Charisma among the followers of a leader with charismatic qualities is likely to be homogeneous when: a) followers have sought membership in the leader’s following; b) followers were selected by the leader; and c) both the leader and the followers have opted to keep the followers within the group.
5. The greater the follower’s task interdependence and interaction, the more homogeneous the charisma that characterizes each follower’s relationship with their common leader.
6. The higher the average level of charisma and the greater the homogeneity of charismatic relations between a leader and his or her follower, the higher the morale and performance of the group.
7. The higher the average level of charisma and the greater the homogeneity of charismatic relations between a leader and his or her followers, the higher the risk of groupthink among the group.
8. Task interdependence and social interaction moderate the consequences of low homogeneity of charisma among the followers of a leader. When task interdependence and interaction are low, low homogeneity of charisma yields independent, dyadic relations with the leader. When task interdependence and interaction are high, high homogeneity of charisma yields intergroup conflict (Klein and House 1995, 187, 189–90, 192–93).

In addition to the ideas regarding homogeneity inherent in these propositions, this article contains certain other significant statements. Not only crises, but a variety of environmental condi-
tions that merely arouse uncertainty, may give rise to charismatic leadership. The confluence of events that produce true, group-level charisma occurs only rarely; in this respect charisma seems like Maslow’s view of self-actualization (see Miner 2002a). Thus, charismatic leadership training may well produce better subordinate relations, but it is unlikely to yield group-level charisma. The building of a group of subordinates who are open to charisma is a gradual process.

Reformulations for the Future

A chapter written by House (1995) covers much of the ground included in previous sets of propositions. However, there are some new ideas and some different ways of looking at old ones as well. The generic behaviors of outstanding leaders are described in a manner that appears to invoke “outstanding” as used in House and Podsakoff (1994). The behaviors are vision; passion and self-sacrifice; confidence, determination, and persistence; selective motive arousal; risk taking; expectations of and confidence in followers; developmental orientation; role modeling; demonstration of integrity; frame alignment; and symbolic behavior. Some of these are more closely aligned with House’s earlier positions than others, although he now appears to accept all.

Propositions dealing with charisma are sprinkled throughout the chapter:

- The aforementioned leader behaviors will differentiate outstanding leaders from others in the twenty-first century.
- When followers experience a high degree of stress or stressful uncertainty, the emergence and perceived effectiveness of leaders who engage in the aforementioned leadership behaviors will be enhanced.
- Whenever the roles of followers can be authentically described or defined as providing an opportunity for moral involvement, the potential leader can articulate ideological goals and values and have a strong influence on the motivational states of followers.
- The emergence of outstanding leadership will be enhanced to the extent that

  1. performance goals cannot be easily specified and measured,
  2. extrinsic rewards cannot be made clearly contingent on individual performance,
  3. few situational cues, constraints, and reinforcers exist to guide behavior and provide incentives for specific performance,
  4. exceptional effort, behavior, and sacrifices are required of both leaders and followers, and
  5. potential followers experience feelings of unfair treatment, persecution, and oppression from sources other than the leader.

- Neocharismatic leadership . . . causes followers to recognize values that are shared with the leader and among the members of the collective; arouses in followers powerful nonconscious motives; engages followers’ strongly held self-concepts such as self-efficacy and self-worth; and brings about strong follower identification with the vision and the collective. (House 1995, 421–22, 424, 438)

Phases of Charismatic Change

A recent set of propositions utilizes the unfreezing-moving-refreezing model proposed by Lewin (see Chapter 3) to specify what happens at each phase of a charismatic transformation (Fiol, Harris, and House 1999). These ideas are predicated on the finding from Spangler and House (1991) that
the use of the word “not” in presidential writings and speeches may reflect a leader’s motivation to break current frames through negation. This interpretation differs from McClelland’s position that the use of “not” provides a measure of activity inhibition. The propositions advanced are:

1. Charismatic leaders will use the word “not” more often than noncharismatic leaders.
2. a) During a transformation, charismatic leaders will use the word “not” frequently during the initial phase, more frequently during the middle phase, and infrequently during later phases.
   b) The use of “nons” by noncharismatic leaders will not follow the curvilinear pattern of charismatic leaders.
3. Charismatic leaders will use more inclusive language than noncharismatic leaders.
4. Charismatic leaders will communicate at higher levels of abstraction than noncharismatic leaders.
5. All effective leaders will use more inclusive language with higher levels of abstraction.
6. a) During a transformation, charismatic leaders will use higher levels of inclusion and abstraction during the middle phase than in earlier or later phases.
   b) The use of inclusion and abstraction by noncharismatic leaders will not follow the curvilinear pattern of charismatic leaders (Fiol, Harris, and House 1999, 462–63).

Although this is the end of formal theorizing for present purposes, House (1999) does take the occasion of a response to criticism to clarify certain theoretical points. One such clarification is to emphasize that charisma in any form is in his view a rare phenomenon. Another relates to the relation of crisis and follower stress to charismatic leadership. The position stated is that some form of severe threat or stress experienced by followers operates to facilitate charismatic leadership, both as to its emergence and as to its effectiveness.

Later, a more comprehensive statement of charismatic leadership dynamics was proposed as follows:

First is the encounter of the leader with a constituency that results in follower’s identification with the leader’s personality. After that the articulated vision arouses followers to activity. The leader’s personal sacrifices and role modeling then inspire an elite of the followers to emulate the leader by committing themselves to the mission. But the improved performance of dedicated followers also brings routinization, which leads to their disenchantment and to bureaucratization and to depersonalization of other followers. From these it is only a small step to the final phase of follower’s alienation from the leader, the mission, and the organization. (Jacobsen and House, 2001, 78)

The six italicized stages may eventuate in the routinization of charisma into a bureaucracy, but that depends on many factors; the outcomes of charisma are unpredictable.

At the moment this represents the sum total of House’s theorizing on charismatic leadership. A theoretical contribution is contained in Antonakis and House (2002), but this is primarily in the form of an addendum to the theory proposed by Bass. Thus I consider it in the next chapter.

**EVALUATION AND IMPACT**

There is a chicken and egg problem in relating research to theory in the charismatic leadership domain. Undoubtedly the 1976 theory did precede the research to be considered, and thus that
research, to the extent it is relevant, can be treated as theory testing. But as the theoretical propositions have evolved since, from 1988 to 1999, it becomes very difficult to disentangle research that prompted theory from research that evaluates it. This problem of theoretical source is compounded as House and his colleagues have moved from the basic charismatic theory to more integrated positions dealing with outstanding or neocharismatic leadership, which attempt, not always successfully, to bring together the theories of House and Bass, and other related formulations.

The Presidents Research Program

This program involves a series of studies undertaken by House and others working with him to look into the charismatic leadership process using U.S. presidents and documents relating to them. This research program appears to provide some direct tests of stated theory.

The initial study tested the hypotheses stated by House, Woycke, and Fodor (1988), which in turn relate closely to the 1976 theory. The biographies of cabinet members of presidents determined by historians to be charismatic leaders were content analyzed and compared with similar data on noncharismatic leaders. Although sample sizes are small, significance was obtained. There was evidence that charismatic presidents had more charismatic effects on their cabinet members in terms of the frequency of affective responses aroused. Also, these same presidents were found to exhibit more charismatic behaviors—display of self-confidence, high performance expectations, confidence in follower abilities, strong ideological goals, and individualized consideration for followers. The hypotheses were confirmed.

The next study utilized the cabinet member biographies plus a host of other sources to derive measures of presidential motivation (power, achievement, affiliation), activity inhibition (the use of “not”), crises faced, charisma, and performance (House, Spangler, and Woycke 1991). The results provide considerable support for the five hypotheses, particularly those involving power motivation. Personality factors in a president do appear to make a difference in both charisma and performance. The data are least strong for the hypothesized negative relationships involving affiliation motivation. Consistent with hypothesis 4, crises faced were positively related to both charisma and performance. Thus both leader personality and contextual variables appear to be operating when charisma is engaged.

A less compelling study utilized content analysis of a speech given by Jesse Jackson to the Democratic National Convention to exemplify the seven propositions advanced by Shamir, Arthur, and House (1994). The data are consistent with the propositions, but the findings are not presented in quantitative terms and involve one speech by one former presidential candidate widely considered to be a charismatic leader.

In Fiol, Harris, and House (1999), the authors return to the data on past presidents, and specifically to the use of negation in presidential speeches. The findings consistently support the propositions. Charismatic leaders do exhibit patterns of rhetoric involving not only the use of negation, but also inclusive language and high levels of abstraction. The phase variations anticipated based on Lewin’s concept of change are clearly in evidence.

A test of the six-stage model of charismatic leadership dynamics was conducted using a computer simulation and matching historical time series information on six charismatic leaders, one of whom was a U.S. president, against this model (Jacobsen and House 2001). In all instances the simulation reproduced a sizable proportion of the variance (in the 62 to 90 range), thus confirming the adequacy of the theory—at least for charismatic leadership of the past.

Yet the outcomes from charisma remain something of an enigma, especially as they relate
to the achievement of a vision. To investigate this issue Waldman, Ramírez, House, and Puranam (2001) conducted a study involving the CEOs of large corporations. They found a marginal relationship between CEO charisma and corporate profits, which became highly significant for those individuals whose companies were experiencing a high degree of perceived uncertainty in their environments. The evidence thus appears to support a view that charisma is particularly important under conditions of stress; it helps little or may even detract from performance otherwise.

Recently, House has taken the study of charisma global, working with a large number of colleagues in countries around the world. Only preliminary results on this program are available at this writing, but data from managers in over fifty countries indicate considerable agreement on the attributes and behaviors perceived to enhance charismatic leadership. The results indicate that charismatic leaders are universally seen as positive, encouraging, foresightful, planning ahead, motive arousers, confidence builders, dynamic, and motivational (DenHartog, House, Hanges, Ruiz-Quintanilla, and Dorfman 1999). Thus considerable cross-cultural consistency exists in the way charisma is defined. Furthermore, this consistency appears around factors that are often the same as those hypothesized by House earlier.

The Authors’ Compendium of Support

In presenting many of their theoretical statements, the theory’s authors open with a quick overview of existing studies said to support charismatic leadership theory in some form. These treatments refer to “at least twenty empirical investigations” (House, Spangler, and Woyce 1991), “at least 35 empirical investigations” (Shamir, House, and Arthur 1993), “numerous studies” (House and Shamir 1993), “over 30 studies” (House and Podsakoff 1994), and the like. In most instances there is little discussion of the content of these studies, only the statement that they contain supporting evidence. The uncritical reader might well jump to the conclusion that this is proven theory.

These are reports of research in some form, a number of them qualitative studies, which are dated as of sometime during the 1980s or early 1990s. A large number have not been formally published (dissertations, working papers, speeches, etc.) and thus are not readily available for review. Several relate primarily to Bass’s transformational theory and will be considered in the next chapter. In other instances the studies appear to bear on charismatic leadership theory, but they were not undertaken specifically for the purpose of testing it. The authors cast a wide net and sometimes find research of a very tangential nature. There is nothing wrong with attempting to put a positive spin on one’s theory, but the uncritical reader does need to be forewarned—things are not quite as positive as they are made out to be.

An example of a study cited to support charismatic theory, but clearly not conducted to test that theory, is Yukl and Van Fleet (1982). Yet there are tests in this period, and good ones. This point is best illustrated with reference to two laboratory studies, not exactly the kind of research one would anticipate in the charismatic leadership domain.

In the first of these studies, charismatic leadership as portrayed by professional actresses was compared with the more traditional initiating structure and consideration (Howell and Frost 1989). Individuals working under charismatic leaders had higher task performance on various indexes, higher satisfaction, and less role conflict than those working under consideration behavior. In comparison to initiating structure, charisma produced much the same effects as with consideration, but overall the differences were somewhat less pronounced. The findings are interpreted as consistent with House’s 1976 theory.
The other study, also conducted with students, dealt with the effects of a crisis related to course grades. The reported results are that conditions of crisis facilitate the emergence of leaders who are perceived to be charismatic. Furthermore, such leaders are also perceived as more effective and more satisfying to followers than their less charismatic counterparts. ... The increased charismatic appeal of leaders under conditions of crisis is particularly noteworthy in the absence of any evidence of the impact of crisis on ratings of transactional leadership. (Pillai and Meindl 1991, 238)

To the extent that charismatic theory anticipates such crisis effects, the theory is supported. But there has been some uncertainty in this regard.

Before turning to the more recent research, mention should be made of a study from the early period that has not been cited by House and his colleagues. This study involved the creation of an instrument directly from the charismatic effects specified in House (1977). An argument is then developed indicating that these effects may be reduced to the more mundane constructs of expert power, referent power, and job involvement (Halpert 1990). Correlational analyses were then carried out indicating that indeed the reduction appears justified. The equating of charisma with power is certainly consistent with theory, but the findings also seem to remove any heroic quality from charismatic leadership. This is a finding that clearly calls for further research.

**Research Evidence—Personality**

The second half of the 1990s saw a substantial number of research publications that advanced understanding of charismatic leadership considerably. Among these studies was one bearing on the Halpert (1990) assertions. Kudisch, Poteet, Dobbins, Rush, and Russell (1995) found that leader charisma added to the prediction of subordinate attitudes above and beyond the variance accounted for by expert and referent power; thus, charisma is distinguishable from these two types of power. However, the study did not consider job involvement and measured charisma quite broadly. Furthermore, the findings do replicate Halpert’s (1990) results as to the important role played by expert and referent power in charismatic leadership.

Other studies add to the understanding of personality factors in charismatic leadership. In one such instance historical figures categorized as exhibiting socialized or personalized charismatic leadership from biographical documents were compared to establish the distinguishing characteristics of the latter. Personalized leaders were viewed as more harmful to others, more aggressive, less moral, and generated more negative comments from biographers. In terms of personality they exhibited an uninhibited need for power, a view of others as instruments to be used for one’s own purposes, a destructive image of the world, a belief that personal goals would not be achieved because of prevailing uncertainties, narcissism (selfishness and a propensity to overvalue one’s own achievements), and a fear that promoted strong self-protective tendencies. However, self-regulation and self-monitoring did not distinguish the two groups (O’Connor, Mumford, Clifton, Gessner, and Connelly 1995). The theoretical distinction between socialized and personalized charismatic leadership receives considerable support. Subsequent research (Strange and Mumford 2002) reinforces this latter conclusion, but it does not entertain the possibility that socialized and personalized charismatic leadership may not be mutually exclusive types.

Another biographical study focused on U.S. presidents and found that narcissism was not only associated with charisma, but also with a variety of indexes of performance effectiveness (Deluga 1997). Unfortunately, this research did not deal directly with the socialized versus personalized
distinction. Yet a subsequent effort utilized the same data base to focus on the role of proactivity, defined as a disposition to influence the environment (Deluga 1998). This characteristic deals with such behaviors as influencing followers, seizing opportunities for change, demonstrating initiative, and persevering in actions. Again, the personality variable emerges as playing an important role in both charismatic leadership and presidential effectiveness. This role appears to extend beyond any such roles played by the needs for power, achievement, or affiliation.

Deluga (2001) returns to the American presidency, charisma, and rated performance, but this time to study the role of Machiavellianism, defined as “a social influence process embracing the use of politics, power, and expressive behaviors” (340). This can mean becoming actively involved in unsavory manipulation of others, and has been proposed as a predictor of exploitive, self-aggrandizing personalized charismatic leadership (House and Howell 1992). Machiavellianism emerges as related to both charismatic leadership and rated performance in the presidency. Also, personalized and socialized charismatic leadership were shown not to be mutually exclusive concepts; a person can be high on both. All in all the Deluga research raises considerable doubt concerning any exclusive tie between socialized charisma and leader effectiveness.

A topic that has received little research attention, though included in House’s propositions, is the characteristics of followers who form charismatic relationships with their leaders. A study by Ehrhart and Klein (2001) takes up this follower side of the charismatic equation. Values held by followers proved to be especially important—in particular strong worker participation values and being low in security work values. Leaders displaying charismatic behaviors attracted followers with both sets of values. Personality factors did not exhibit a relationship, and there was nothing to indicate any sharing of similar characteristics between leader and follower, as hypothesized.

Research Evidence—Crises

The role of crises in promoting charismatic leadership has continued to be a topic of research interest. Pillai and Meindl (1998) found in a retrospective analysis that crises and stress were associated with reduced perceptions of leader charisma, apparently because after the crisis ends there is a fall-off in the attribution of charisma by followers. This, however, does not controvert the previous conclusion that crises facilitate the emergence of charismatic leadership. This study is also significant in indicating that other situational factors in addition to crises, namely organic structures and work group collective values, are related to charismatic leadership; both are important to the nurturance of charisma.

A longitudinal study by Hunt, Boal, and Dodge (1999) provides considerable support for the previous findings. These researchers identified two kinds of charismatic leadership—a visionary type and a crisis-responsive type. Over time the effects of crisis-responsive charismatic leadership tend to decay, while this decline does not appear with the visionary type. However, this study did not find the same consistent positive effects of charisma on performance that others have observed. Overall it appears that House’s initial uncertainty regarding the effects of crises was justified. The relationships involved are complex, but crises are clearly more strongly related to charisma emergence and the early phases than to continued manifestation and termination.

I noted previously that Waldman, Ramírez, House, and Puranam (2001) found that perceived environmental uncertainty (and thus presumably a degree of crisis) moderated the charisma–performance relationship in large corporations. This would appear to be consistent with the focus on charisma emergence in other studies of similar phenomena. However, an attempt to replicate this finding (Waldman and Javidan 2002) produced discrepant results. The main effect from CEO
charisma to profit was significant, but environmental uncertainty added nothing more. Given that the range on the uncertainty variable in this second study was severely restricted, obtaining results involving it may well have been out of the question. But we do not know.

**Research Evidence—Behavior**

An aspect of charismatic behavior that has received recent attention is some type of self-sacrificing activity where there is either abandonment or postponement of personal interests or welfare (Choi and Mai-Dalton 1999); this is part of the House theory. As hypothesized, self-sacrificing behavior is found to exhibit positive effects on charisma in both student and industrial samples. In a laboratory study Yorges, Weiss, and Strickland (1999) obtained much the same result. Sacrifice led to charismatic ascriptions and thus greater influence over followers. In contrast, apparent personal benefit tended to deprive a leader of charisma, and this effect was particularly striking. Perhaps this is why charisma is less common in the business context (with its widely publicized high levels of compensation, stock options, and perquisites) than in politics and religion.

Another laboratory study looked specifically into the effects of communicating a vision, implementing the vision through task cues, and demonstrating a charismatic communication style—all core components of charismatic leadership theory (Kirkpatrick and Locke, 1996). The results were mixed. Vision affected follower attitudes, but influenced performance primarily in an indirect manner. Task cues to implement the vision had the most pronounced direct impact on performance. Charismatic communication demonstrated few effects of any kind, suggesting that substance or content may be more important than style and rhetoric, at least for the influence of charismatic behavior on close, face-to-face followers.

Yet a study by Awamleh and Gardner (1999) that considered the effects of vision content, vision delivery (communication), and organizational-level performance on perceived leader charisma and effectiveness found all three independent variables played an important role. Charismatic communication clearly did have an impact here. Similarly, the image-based rhetoric of U.S. presidents was found to relate to both charisma and greatness (Emrich, Brower, Feldman, and Garland 2001). Yet the Kirkpatrick and Locke (1996) results suggest that this result cannot be assumed in all instances.

Further evidence in support of charismatic leadership theory comes from a study by Shea and Howell (1999), which found that charismatic behaviors produced high levels of task performance whether or not feedback on performance was provided. Yet research conducted within the Israeli armed forces to test certain aspects of the self-concept extensions to charismatic leadership theory (Shamir, House, and Arthur 1993) did not yield the expected results. Certain follower effects were found for leader behaviors that reflect an emphasis on the group’s collective identity, but other leader behaviors did not operate in accordance with the theory at all. The authors say that “in general the self-concept-based theory did not receive much support in our study” (Shamir, Zakay, Breinin, and Popper 1998, 404). The particular military context may have been a factor, but still some correction to the prevailing optimism regarding charismatic theory seems warranted.

**Role of Close and Distant Leaders**

A theoretical distinction that might have been made, but has not, is between charismatic behaviors addressed to and assessed by close, face-to-face followers and such behaviors as they are experienced at a distance, often through the medium of intervening processes. An example would be the close charismatic leadership of a U.S. president experienced by cabinet members versus the distant leadership experienced by members of the voting public. Charismatic leadership theory
does not make such a distinction, but in fact almost all of its tests have been close in nature. However, Shamir (1995) has raised the possibility that perceptions at a distance are more idealized, more susceptible to image building, more prototypical, depend less on observable behavior, are based more on leader visions, and are influenced greatly by rhetoric. In this view, close and distant charisma are far from being the same thing.

Shamir (1995) also presents data bearing on this matter. Students were asked to identify charismatic leaders with whom they had and had not had direct relationships, and they were interviewed for details on each. As it turned out, over 80 percent of the distant leaders were political, while the close leaders were much more varied. Leader traits, behaviors, and effects as perceived by the followers were identified and compared for close and distant relationships. In over 65 percent of these comparisons, differences of a significant nature were observed. In general these differences followed a pattern very similar to that hypothesized.

A second attempt to look into this issue, also conducted in Israel, is described by Yagil (1998). The followers were in the military and were asked to provide information regarding their attributions of charisma to their platoon leaders (close) and their battalion commanders (distant). The study was limited to a circumscribed set of characteristics, some of which proved to differentiate close and distant charisma and some of which did not. The data continue to suggest that the two types of charisma are not the same, but a clear picture of exactly what is involved in each instance requires further study. This is an issue that seems to be allied with the direct and indirect leadership distinction as developed by Lord (Chapter 15). Leadership theory has not given enough attention to such matters, and it should (see Waldman and Yammarino 1999).

Applications

In his writings about charisma, House has given little attention to matters of application, except perhaps to convey the very general impression that being a charismatic leader is a good idea. Recently, however, he has set forth certain “principles for leading through vision and values” (Hauser and House 2000, 260). These are inductive statements derived from the research of others and his own. Together they appear to represent an outline of a training program to teach charismatic leadership, although they are not stated as such. These principles follow:

1. The vision statement should meet the following criteria: brevity, clarity, abstractness, challenge, future orientation, stability, desirability or ability to inspire, identification of intended products, markets, and strategy.
2. The vision should deal with issues of change, an idealized future for the followers, ideal goals, and people working together.
3. The vision should be situation-specific, appropriate, and yet unique in the industry.
4. In articulating a challenging new vision, relate it to the past of the organization and align it with the values of the employees and the dominant society.
5. Build cohesive understanding of the vision among the top management team.
6. Encourage a high degree of participation in the implementation of the vision.
7. Articulate the vision in a dramatic way.
8. Communicate the vision first to highly influential and cooperative individuals in the organization in order to generate its rapid adoption.
9. Link the vision to task cues and goals.
10. Engage in behaviors that are consistent with the vision, highly visible, and involve personal sacrifice.
11. Use symbols, metaphors, and images that are consistent with the vision (Hauser and House 2000, 260–65).

These principles have not been tested as a unit in the way that they might be presented in a management development program, for instance; thus their usefulness in practice is unknown.

Although House has not developed any training program of this kind, others have created related courses and have tested their impacts. Thus, Towler (2003) studied the effects of an effort that taught articulating a vision; appealing to followers’ values; use of autobiography; use of metaphors, analogies, and stories; and self-efficacy language. Role playing was a key element. In comparison with control groups, those who experienced training did change on some of the variables measured, and thus there was some support for the effectiveness of the program. However, it would be stretching the findings to say that charismatic leaders were created.

A second study on a course designed to improve skills in charismatically communicating a vision, with particular emphasis on being inspirational, appears to have covered much the same ground as the Towler (2003) program, and with similar methods (Frese, Beimel, and Schoenborn 2003). Again, only a portion of the agenda set forth by Hauser and House (2000) was covered. The results in comparison with control conditions were encouraging, but the study failed to measure “long-term objective effects of the training on the units’ performance and organizational commitment by the subordinates.”

These studies are a good beginning, but their results are a long way from validating the eleven principles set forth by Hauser and House (2000). Much more is needed.

Research in Review

In closing, in an extensive review of charisma and leadership theory and research, Bryman (1992) notes that he has been rather critical, but adds that developments in this area are at an early stage and that he does not wish to “nip in the bud” what the future may hold. Given the outburst of activity in the latter 1990s and since, it is no longer possible to consider this an undernourished field, and Bryman appears to have been right in anticipating this state of affairs. The research base is rapidly becoming the equal of that available for numerous other organizational behavior theories. Furthermore, this research is often of an experimental nature, where charisma and variables with a theoretical relation to it are manipulated in the laboratory. This is not exactly what would have been expected, but it has been a felicitous development and appears to have contributed both to an understanding of causality and to the generalizability of findings.

A comparison of House’s many propositions against this research base clearly leaves many propositions unaccounted for insofar as available studies are concerned. This is particularly true of some of the more recent propositions, although since the recent theorizing has often incorporated ideas from other related theories, particularly Bass’s, there are additional studies that need to be brought to bear; we will get to these in the next chapter. It can be said now, however, that these attempts at integration have both expanded the horizons of charismatic leadership theory and added a measure of ambiguity to it. There are some inconsistencies, on such matters as the role of crises and the scope of charisma, for instance.

Overall, the research appears to provide considerable support for the basic theory, if not for each specific formulation, at least for the major thrusts. Something like charisma does appear to be a meaningful and important leadership construct, and personality, as well as follower (or group), variables do seem to play an important role in that construct (van Knippenberg and Hogg 2003).
Charismatic leadership appears to work because it creates a match between followers and their values and the values and culture of the organization (Fry 2003).

As has been indicated, “the self-concept theory of charismatic leadership provides the most detailed explanation of leader influence on followers, but even this theory needs more clarification of how the various types of influence processes interact, their relative importance, and whether they are mutually compatible” (Yukl 2002, 262).

The theory as stated emphasizes a leader who empowers followers rather than placing them in a dependent role. Perhaps this is one reason the self-concept views have not found support in a military setting (Shamir, Zakay, Breinin, and Popper 1998). In any event, charismatic leadership theory in its self-concept version exhibits considerable convergence with Lord’s views on the subject (see Chapter 15). The parallels and divergences between the two approaches need to be spelled out, but even more important is the need for research in this area. To date, the issue is clouded, at least within charismatic theory.

A problem that charismatic leadership theory faces is that charisma clearly can be a source of negative outcomes—people rise to the top who do not have the capability to produce positive outcomes once they get there (Hogan, Raskin, and Fazzini 1990). Yet charismatic leadership needs to exist in an environment of positive outcomes in order to thrive; that is what the research says. Under failure conditions followers will turn away. Theory has not really dealt effectively with this particular dark side of charisma. Three types of flawed charismatics have been described—the high-likeability floater, the resentful person, and the narcissist. The latter in particular represents a problem in that Deluga (1997) has found narcissism to represent a characteristic of charismatic leaders generally. Clearly, we need a theory that will handle the role of narcissism, and Machiavellianism too, in charismatic relationships. Are they tied in some way to self-efficacy?

One of the charismatic behaviors that House describes is personal image building, and on the evidence this is important. The implication is that charismatic leaders are exceptionally expressive people whose use of rhetoric and drama comes naturally; they are actors and actresses, always on stage and at the center of attention. Their personalities are those of dramaturgy. This type of formulation has indeed been made the centerpiece of a theory of the charismatic relationship (Gardner and Avolio 1998). It may be why professional actors and actresses appear to be so easily trained for performances in the laboratory experiments; indeed, there is some research support for these formulations (Sosik, Avolio, and Jung 2002).

The difficulty, however, is that this same desire to be at the center of attention, to stand out from the group and act out a role, often has been found to characterize successful managers in general (see the discussion of hierarchic role motivation theory in Chapter 17). In this regard, as in certain others, charismatic theory needs to make a clear distinction between characteristics and behaviors that typify charismatic managers and other kinds of effective managers. The research often raises questions in this area.

A review of the research literature on top-level executive leadership concludes that visionary and inspirational leadership are important for organizational effectiveness (Zaccaro 2001). Yet, in this and other discussions of this subject, it becomes apparent that this conclusion holds specifically for hierarchic, bureaucratic organizational forms (Zaccaro and Banks 2001). Research within organizations structured differently, using House’s charismatic theory and focused on the personalities and behaviors that are involved there, is distinctly lacking (see Miner 2002b). In fact, as House himself notes, there are many aspects of charismatic theory that still need to be tested, both to validate some of the propositions and to demarcate the theory’s domain more clearly (Aditya, House, and Kerr 2000).
Finally, I should mention a review of the charismatic leadership literature from the viewpoint of recognizing and appropriately applying levels-of-analysis considerations. This review ends by castigating both theorists and researchers for their failures in this regard (Yammarino, Dionne, and Chun 2002). The authors note that the entire field is built “upon empirical publications of which over 90% do not address, incorrectly address, ignore, misspecify, misuse, or abuse levels-of-analysis issues” (47).

Does this mean that we should throw out all that has been discussed here? I do not think so. We do not know how much error is actually introduced by these considerations, or how frequently conclusions are incorrectly specified. On the evidence it would appear that this can happen, but certainly not at the 90 percent level, and probably rather rarely.

Back to Weber

One of the major sources of criticism that charismatic leadership theory has faced comes from certain more sociologically oriented scholars who feel that House in his writings has not been true to the Weberian origins (Nur 1998). Is this type of criticism justified? For several reasons I do not believe it is, but that conclusion requires amplification.

The biggest difference is that Weber was concerned with a quality that had strong religious overtones. Charismatics were treated as endowed with supernatural, superhuman powers with divine origins. This belief was the source of their power over followers. Congruent with this power, charismatic leaders were sources of change who operated to mobilize efforts to subvert the status quo and existing routines within bureaucracy. They were rare because the attribution of divine powers is no everyday affair. They tended to thrive on crises.

House’s propositions, on the other hand, do not deal with divine attributions, and thus they serve to tame charisma; they focus on different sources of power; they do not necessarily concern themselves with revolutionary change; they are inconsistent in their consideration of the role of crises; and they seem on occasion to imply a wide dispersion of charisma, even though House often says charisma is rare. Furthermore, his research utilizes measures that seem far removed from Weber’s concept of charisma. The operationalizations developed by Conger and Kanungo (1998), for instance, came much closer to the constructs proposed by Weber.

Yet House, in spite of his debt to Weber, was proposing his own theory, one which he hoped would spark the leadership research that Weber had not. He has succeeded in that objective, and the research has given his ideas considerable, although not universal, support. He certainly has every right to propose any theory he wishes; that is how science advances. His formulations were not intended to be a mere reinterpretation of Weber, and they are not.

Furthermore, departures from Weber are to be found among those with a sociological approach to the field also. Etzioni placed charisma in many organizational contexts that Weber, with his emphasis on rarity, did not (see Miner 2002a). Bryman (1992) is critical of Etzioni’s approach, indicating that “in redefining charisma so that it has a broad application across a wide span of organizations, the resulting definition is so inclusive that it lacks a specific referent” (92). Bryman feels that this is the reason that Etzioni’s views on charisma in his opinion have lacked impact. However, an alternative view is that the lack of operationalization has undermined the conduct of research. House’s approach, on the other hand, has been operationalized and its expanded scope has made for a much more potentially significant and useful theory insofar as dealing with the topic of leadership is concerned.

A final point on which Weber and House differ is the extent to which the routinization of charisma—the processes through which charismatically introduced changes are institutionalized
and carried on into the future—is a major theoretical focus. This was a primary concern for Weber; it is given much less attention by House. Trice and Beyer (1986), among others, have argued that a complete theory of charismatic leadership must deal with the routinization issue. I am inclined to agree. Routinization requires that matters of succession be considered, and that positive outcomes be maintained long enough so that charisma can be retained to be institutionalized. These are important matters for charismatic leadership theory; they need to be addressed more fully.

CONCLUSIONS

With regard to the ratings, charismatic leadership theory does well, except with regard to practical applications. The importance rating of 4.76 is toward the top of the leadership theories, indicating that the field has a quite favorable perception. The estimated validity with 4 stars is very good, consistent with what reviewers have to say in assessing the charismatic theory. Yet there are gaps in the research coverage and in the logical consistency of the formulations. These do not appear to be excessive, or to threaten the overall validity of the theory, but they are sufficient to require both further research and some theoretical alterations. House, until recently, has not addressed the usefulness issue, probably because he tends to view charisma as a rare phenomenon. Given what has been happening on the training front, he probably should do something in this regard, if only to be sure that practice is correctly aligned with theory. His principles represent a beginning. However, the next step of undertaking a training evaluation study remains to be applied. Thus, the 2 star rating appears appropriate.
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Transformational theory was developed by Bass relatively late in his professional career. Unlike House, he was not primarily a theorist in his earlier years, having been much more concerned with research. Yet the two theorists do have in common that both came out of Ohio State during the period when the behavioral study of leadership was in its heyday there. That both should develop parallel theories, which at least in their Weberian origins go beyond the behavioral, seems a strange coincidence. Yet Ohio State had a very pervasive influence on leadership theorizing and research in that period.

BACKGROUND

Bernard Bass was born (in 1925) and grew up in New York City, attending the College of the City of New York for several years before a stint in the Air Force. Subsequently, he went to Ohio State where he received all his degrees in industrial psychology. He obtained the Ph.D.
in 1949 at age twenty-four. He was educated in the context of the Ohio State leadership program and did his dissertation on leaderless group discussion, which was really concerned with emergent leadership.

After Ohio State he joined the faculty in psychology at Louisiana State University. Subsequent to a visiting year in the psychology department at Berkeley, in 1962, he moved to the business school at the University of Pittsburgh. He has continued his association with business schools throughout his career, although at different universities. The next of these was the University of Rochester, and later the State University of New York at Binghamton. He is now emeritus from the latter, although until very recently he continued to work and publish from there (Hooijberg and Choi 2000).

In moving from leaderless group discussions to transformational leadership, Bass followed a highly differentiated scholarly route, albeit a route filled with many significant contributions, not only to leadership study but to numerous other topic areas within organizational behavior. Figure 19.1 outlines the subjects of his endeavor over this period, up to the early 1980s, when he turned to the study of transformational leadership and developed his theory of the processes involved therein (Bass 1981a).

### THEORETICAL STATEMENTS

Bass does not appear to have been influenced primarily by House’s earlier formulations on charismatic leadership, at least initially. The main source for his early ideas, in addition to Weber, was James Burns and his book on political leadership entitled *Leadership* (1978).
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This book stimulated Bass’s work on transformational leadership; he saw this work as providing a way to bridge the gap between group dynamics and the leadership demonstrated by the world’s movers and shakers (Bass 1992a). Not long after reading the Burns book, he began to develop what amounted to an agenda for studying the application of transformational leadership at the mass level to the small group situation (Bass 1981b). Before long he had characteristically initiated a pilot study on the subject, utilizing South African executives to describe transformational leaders they had known (Bass 1982). However, the first formal theoretical presentation was his book Leadership and Performance Beyond Expectations (1985b).

Leadership and Performance Beyond Expectations

This book was in fact preceded by a brief digest in article form (Bass 1985a). I will draw on both publications in what follows but primarily on the book. The baseline against which transformational leadership is compared is set by transactional leadership. A leader of this latter kind:

1. recognizes what it is we want to get from our work and tries to see that we get what we want if our performance warrants it,
2. exchanges rewards and promises of reward for our effort, and
3. is responsive to our immediate self-interests if they can be met by our getting the work done (Bass 1985b, 11).

A leader of the transformational kind, however, motivates people to do more than they had previously expected to do. This is accomplished

1. by raising our level of awareness, our level of consciousness about the importance and value of designated outcomes, and ways of reaching them,
2. by getting us to transcend our own self-interest for the sake of the team, organization, or larger polity, and
3. By altering our need level on Maslow’s (or Alderfer’s) hierarchy or expanding our portfolio of needs and wants (Bass 1985b, 20).

Thus, the theory accepts and incorporates Maslow’s hierarchy of needs and the prepotency concept, as well as the idea of self-actualization (see Miner 2002a), although other processes may be engaged by transformational leaders. Most leaders behave in both transactional and transformational ways in different intensities and amounts; this is not an entirely either-or differentiation. Figure 19.2 outlines the processes involved in both types of leadership.

Charismatic and transformational processes are closely related, but a person can be charismatic without being transformational in the influence exerted, as is the case with many celebrities. Thus charisma is necessary for transformational leadership, although in and of itself it is not sufficient for the process to evolve. This suggests the operation of other factors within the context of transformational leadership. In addition to charisma, which includes inspirational leadership, these are individualized consideration and intellectual stimulation. There are two transactional factors—contingent reward and management-by-exception. These five factors were identified through and emerged from factor analytic studies. Yet it is important to remember that what comes out of factor analysis is a function of what goes in. Some theory, implicit or explicit, must have guided the writing and selection of potential items in the first place.

In discussing the charisma components of his theory, Bass (1985b) draws heavily on House
In fact he accepts the propositions and incorporates them in his own theory, describing them as “seven propositions about the more overt aspects of charismatic leadership in complex organizations that fit with social and organizational psychology” (Bass 1985b, 53). He does not incorporate the hypothesis with regard to stress at this point, but he does include the Initial Model of Charismatic Leadership (Figure 18.1 in this volume).

He then goes on to propose an additional set of propositions on the same subject, designed to capture the more emotional aspects of charisma (the luster, the excitement) that he believes House (1977), with his emphasis on the observable and rational, fails to incorporate in the first seven:

8. The charismatic leader reduces resistance to attitude change in followers and disinhibitions of behavioral responses by arousing emotional responses toward the leader and a sense of excitement and adventure, which may produce restricted judgments and reduced inhibitions.
9. The larger-than-life status of charismatic leaders makes them useful targets of their followers’ projections and catalysts for rationalization, repression, regression, and disassociation.

10. Shared norms and group fantasies among followers facilitate the emergence and success of the charismatic leader.

11. The charismatic leader may make extensive use of successful argumentation in influencing others and justifying his position. The charismatic leader may display superior debating skills, technical expertise, and ability to appropriately muster persuasive appeals.

12. Analogous to thesis and antithesis, the very behaviors and qualities that transport supporters into extremes of love, veneration, and admiration of the charismatic personality, send opponents into extremes of hatred, animosity, and detestation.

13. Charismatic leaders vary greatly in their pragmatism, flexibility, and opportunism.

14. Charismatic leadership is more likely to be seen when groups, organizations, cultures, and societies are in a state of stress and transition. (Bass 1985b, 56–59)

The last of these propositions appears designed to fill in the gap created by the failure to consider House’s hypothesis dealing with stress effects.

Inspirational leadership is said to be a subfactor within charisma. As such, it can be self-generated and occur outside the charismatic context. Within charisma it involves providing models for followers; emotional appeals to competitiveness, power, affiliation, altruism, and the like; and the use of persuasive words, symbols, and images.

Individualized consideration is transformational but not charismatic. Its essence is a developmental orientation. One aspect is mentoring—which includes, on the one hand, an enhanced self-image, security, integration of needs, and visibility, and, on the other hand, fulfillment of follower desires for information and fate control. The second aspect is individualization, which means for the leader the fostering of one-on-one contact and two-way communications (a dyadic relationship), attention to individual differences in needs, and delegation of responsibilities. For the follower individuation involves the fulfillment of unique needs as well as a sense of ownership, personal responsibility, and fate control.

Intellectual stimulation can also serve to evoke heightened efforts on the part of followers. This means for the leader an orientation that is rational, empirical, existential, and idealistic; it also means competence in the form of intelligence, creativity, and experience. As a result, the leader is alert to threats, challenges, and opportunities; possesses diagnostic skills; and is capable of solution generation. In turn followers experience easier comprehension, enhanced role clarity, the capturing of their attention, and enhanced role acceptance.

Transformational leaders will display some combination of the three factors—charisma, individualized consideration, and intellectual stimulation. They are likely to be high on all three.

**The Transactional Leader**

The theory is equally specific regarding transactional leaders, who are most likely to be found at the lower levels of hierarchic organizations. The key factors involved here are contingent reward and management by exception (to include negative feedback and contingent aversive reinforcement).

Contingent reward is said to be supported by a goodly body of research of the kind discussed in Chapter 8. It may well incorporate the advantages of goal setting (see Chapter 10) as well. Pay for performance operates in this manner.
Management-by-exception is described as involving a situation where the leader intervenes only when something goes wrong. This is not the exception principle as described by Frederick Taylor (see Miner 2002a) since in that instance both negative deviations in the form of ineffective performance and positive deviations in the form of outstanding performance were to be given special attention.

Role of Personality

Bass (1985b) discusses the role of both the organizational environment and personality factors as antecedents of transformational leadership. In the former instance he deals with such considerations as the association between transformational leadership and organic systems, the role of stress and rapid change (proposition 14), and the tendency for transformational leadership to blossom at higher organizational levels. However, the treatment of personality is the more specific.

On the latter score he recognizes that personality factors play a role at both the follower and leader levels. Equalitarian, self-confident, highly educated, and high-status followers, among others, are likely to be resistant to charismatic leadership. Inflexible followers will not respond well to individualized consideration and intellectual stimulation. Those who are more predisposed to extrinsic motivation will be particularly receptive to transactional leadership. The point is that follower personality makes a difference; dependent people should be attracted to transformational leaders and should exhibit more compliance as a result.

Leader personality also is important. Social boldness, introspection, thoughtfulness, and activity level (but not socialibility, cooperativeness, and friendliness) should be at a high level among the transformationals; probably authoritarianism, assertiveness, need for achievement, maturity, integrity, creativity, and originality as well. Transactionals should be high on conformity, sense of equity, and a preference for social as opposed to political approaches. Thus power needs should predominate in transformational leaders and affiliation needs in transactional ones. Overall, personality factors would be expected to play a more significant role in transformational leadership.

Reemphases and Extrapolations

The theory as a whole has remained remarkably stable over time. However, Bass has tended to place his emphases in different places and to extend the theory’s coverage in various respects. In most cases these alterations reflect a response to new research data, but on occasion the changes represent an attempt to deal with input from other theoretical positions as well.

At an early point Bass took steps to emphasize that transformational leadership is a widespread phenomenon, in contrast to Weber’s charisma. Consonant with this view, he also emphasized that such leadership can be learned, and that training to accomplish this should be instituted (Bass 1990).

Bass also has given increased theoretical attention to the matter of stress as it relates to transformational and transactional leadership (Bass 1992b). The position is that transformational leadership will act to reduce feelings of burnout and symptoms of stress. It does this by helping followers transcend their self-interest, increase their awareness, and shift their goals away from personal safety to achievement and self-actualization. Charisma acts to satisfy frustrated identity needs and any lack of social support. Individualized consideration helps convert crises to developmental challenges. Intellectual stimulation promotes thoughtful and creative solutions.
to stressful problems. Thus transformational leadership adds to what transactional leaders can accomplish in the face of crisis.

A particularly interesting essay deals with certain changes in the factors of leadership and with certain critiques that have been advanced against the theory—attempting to eliminate the “strawmen” thus created (Bass and Avolio 1993). The factors now specified and a typical item measuring each are:

A. Transformational leadership
   1) Charisma (idealized influence)—has my trust in his or her ability to overcome any obstacle
   2) Inspirational motivation—uses symbols and images to focus our efforts
   3) Intellectual stimulation—enables me to think about old problems in new ways
   4) Individualized consideration—coaches me if I need it

B. Transactional leadership
   5) Contingent reward—makes sure that there is close agreement between what he or she expects me to do and what I can get from him or her for my effort
   6) Management-by-exception—takes action only when a mistake has occurred

C. Nonleadership
   7) Laissez-faire—doesn’t tell me where he or she stands on issues (Bass and Avolio 1993, 51–53)

The last of these (#7) extends the variance in leader behaviors considered; it harks back to the days of Lewin (see Chapter 3) and thus is not original with this theory. There is also reference to two higher-order factors of an active and passive nature but without much by way of detail on these factors.

The critiques are dealt with through ten position statements, or arguments, as they are called. Some of these represent theoretical statements and some are empirical generalizations from research; in the interest of completeness of coverage all are noted below:

1. Questionnaires/surveys are being used appropriately.
2. Some attributions and effects on followers are being measured, but much is description of leadership behavior (the prototypical leader has many attributes and behaviors that have been linked to transformational leadership).
3. The factor structure underlying the MLQ is empirically supportable (MLQ = Bass’s multifactor leadership questionnaire).
4. Charisma and transformational leadership are not synonymous (the three additional transformational factors . . . are conceptually distinct from charisma).
5. Individualized consideration is not a reincarnation of the consideration scale of the Leader Behavior Description Questionnaire (LBDQ) (although . . . there is overlap between the two).
6. Initiation of structure and consideration cannot conceptually and empirically account for transformational and transactional leadership.
7. Transformational leadership can be either directive or participative, as well as democratic or authoritarian, elitist or leveling.
8. Transformational leadership is not necessarily synonymous with effective leadership, nor is transactional leadership (especially MBE [management-by-exception]) synonymous with ineffective leadership.
9. The best of leaders are both transformational and transactional; the worst are neither; the worst avoid displaying leadership.

10. Leaders can be taught and motivated to be more transformational with consequential effects on the organization’s programs and policies for improving itself (Bass and Avolio 1993, 55–73).

In a book published a year later (Bass and Avolio 1994), certain trends noted previously are solidified. Charisma is renamed “idealized influence”—thus creating the four I’s of transformational leadership (idealized, inspirational, intellectual, individualized). Management-by-exception is divided into active (proactive monitoring) and passive (waiting for deviances) types. A factor hierarchy is established extending from laissez-faire to passive management-by-exception, to active management-by-exception, to contingent reinforcement, to the four I’s. This hierarchy is expected to be positively related to both the ineffective-effective dimension and the passive-active (which are distinct from each other). This book is primarily concerned with various ways in which the full-range model may be applied to specific problem areas; it is not intended to be a source of new theory, and it is not.

Bass (1997) provides an overview of previous theory and research on it. This article also contains three corollaries for the theory, which although not new, do serve to emphasize important theoretical points:

1. There is a hierarchy of correlations among the various leadership styles and outcomes in effectiveness, effort, and satisfaction (this runs from laissez-faire to transformational).
2. There is a one-way augmentation effect (transactional leadership adds explained variances in outcomes to that explained by transactional leadership).
3. In whatever the country, when people think about leadership, their prototypes and ideas are transformational (Bass 1997, 134–35).

**Multiple Levels of Analysis and the Pseudotransformational**

Two theoretical extensions appeared in the latter 1990s that indeed do move onto new ground. Let us take up the multiple levels matter first. Individualized consideration is the focus of this treatment, and the contention is that this construct may be considered and operationalized at three levels—as a characteristic of the leader’s behavior (individual), as representing a group’s behavior toward individuals (group), and as a characteristic of the organization’s culture (organizational) (Avolio and Bass 1995). The individualized consideration construct is the linchpin between transactional models of leadership and the transformational in that to a degree it has a foot in both camps. In some organizations at least, individualized consideration emerges initially at the organizational level in top management, then diffuses down through the hierarchy to group leadership, and finally characterizes the work group itself, and its members. In such cases the construct becomes part of the culture, but it needs to be measured in a different way at each level.

The theoretical proposition involved is:

1. Individualized consideration needs to be operationally defined, measured, and interpreted relative to the level and context in which it is embedded. The context, accrued over time, sets a threshold on how such behavior is interpreted.

Example items for measures of each level are:
• Organization—Individuals are considered an essential building block for organizational development.
• Group—Members provide useful advice for each other’s development.
• Individual—The leader diagnoses each follower’s needs.

Also:

2. A behavior exhibited by a leader that is reinforced by the leader over time and within the context (which includes the people) can emerge at subsequently higher levels of analysis representing a group norm or characteristic of the culture. This, in part, represents the core of what is transformed by a leader at multiple levels of analysis (Avolio and Bass 1995, 210–11, 214).

Measures of the type needed to study a construct at multiple levels as indicated by these propositions have in fact been created (Bass 1998). Previously the theory operated only at the individual leader level.

The second change in the theory introduces the concept of pseudotransformational leadership to deal with the personalized power factor (see Chapter 18). What happened in this instance is described as follows:

Originally, the dynamics of transformational leadership were expected to be the same whether beneficial or harmful to followers (Bass 1985[b]), although Burns (1978) believed that to be transforming, leaders had to be morally uplifting. I have come to agree with Burns. Personalized transformational leaders are pseudotransformational. They may exhibit many transforming displays but cater, in the long run, to their own self-interests. Self-concerned, self-aggrandizing, exploitative, and power-oriented, pseudotransformational leaders believe in distorted utilitarian and warped moral principles. This is in contrast to the truly transformational leaders who transcend their own self-interests. (Bass 1998, 15)

Bass goes on to describe this type, which in fact had not truly been included previously within the theory, as narcissistic, impetuous, and impulsively aggressive. These people bring about compliance, but the commitment of followers is not internalized and is of a public nature only. They tend to manufacture crises. They can well be charismatic, inspirational, intellectually stimulating and individually considerate, but this is all in the service of their own self-interest.

In contrast to the immorality of the pseudotransformational, true, socialized transformationals have followers who identify with them and their aspirations, wishing to actually emulate their leaders. Here the discussion follows Shamir, House, and Arthur (1993) closely. Authentic transformational leaders expand the effective freedom available to their followers, as well as the scope for altruistic intention. Their actions are noble and moral; “they should be applauded, not chastised” (Bass and Steidlmeier 1999). In contrast Bass really does not like the pseudotransformationals, among whom Hitler appears to represent the essential prototype in his mind.

A comprehensive, up-to-date statement of the total theory is provided in the Introduction to Avolio and Bass (2002). To this should be added the prediction that in the future transformational leader behavior will be more prevalent, and transactional leader behavior less so (Bass 2002b).

EVALUATION AND IMPACT

The availability of an array of theory-related measuring instruments has served to foster a great deal of research bearing on transformational theory. Bass and his colleagues at SUNY–Binghamton
have been at the forefront of this research, and in the early years they produced almost all of what was done. Interest has diffused, however, to the point where in recent years the research has been widely dispersed. Yet Bass and those working with him have continued to do significant work. This is an instance, like Fiedler’s theories (see Chapter 13), where the interplay between theory and research has been continual.

**Research in the 1980s**

In the early pre-theory period, there were a number of hypotheses that did not fit the data and other blind alleys, often involving attempts to make factor analyses fit with constructs in ways that they stubbornly refused to accommodate (Bass 1995). Much of this research involved aspects of consideration and initiating structure.

Finally, with the construction of a completely new item pool, meaningful factors began to emerge. At first there were five of them—charismatic leadership, contingent reward, individualized consideration, management-by-exception, intellectual stimulation. The charisma factor accounted for 65 percent of the total variance of consequence; no other factor accounted for as much as 10 percent. There was also some evidence to support a scale for extra effort, a scale for inspirational leadership, an active-proactive factor, and a passive-reactive factor (Bass 1985b). Reliability of measurement was good. Preliminary support for validity against satisfaction and effectiveness, and an add-on effect from transformational leadership, was obtained, although problems with common method variance confounded these findings. This research produced the first version of the Multifactor Leadership Questionnaire (MLQ).

A study followed in which construct validity was investigated using ratings of world-class leaders based on biographical data (Bass, Avolio, and Goodheim 1987). Another study used the MLQ in a government agency in New Zealand and established that the degree of transformational leadership found at one managerial level tended to be evident at the next lower level as well (Bass, Waldman, Avolio, and Bebb 1987). Another study compared MLQ results with measures of satisfaction and rated performance from a management-by-objectives program in a manufacturing firm (Waldman, Bass, and Einstein 1987). The correlations were low for performance, although charisma and individualized consideration did achieve significance; add-on effects were mixed overall. Another study utilized the MLQ in the context of a management game where financial results were available, and it found significant relationships for all MLQ factors but management-by-exception (Avolio, Waldman, and Einstein 1988). However, only individualized consideration, and to a lesser degree charisma, contributed unique variance to the financial performance criterion.

In a study conducted at Federal Express (Hater and Bass 1988), top-performing managers, when rated by subordinates on the MLQ and on effectiveness, clearly produced superior results; the augmentation or add-on hypothesis was supported, they had higher transformational scores (except on intellectual stimulation), and even the transactional scores produced significant positive, though low, correlations (except for management-by-exception). Yet when performance ratings by the manager’s superiors were used as criteria, only weak support for theory of any kind was obtained.

These studies, and certain others not mentioned, gave transformational theory a good start, especially the Hater and Bass (1988) research, which is widely cited. Certain problem areas remained, however.
Subsequent Research and Conclusions from Binghamton

The MLQ is almost invariably used in research on transformational theory. Yet as Bass (1998, 165) notes, there are problems here, in spite of the fact that numerous versions of this measure have been devised over the years in an attempt to provide an improved instrument. One such problem is multicollinearity between factors, specifically those of a transformational nature. The correlations are high and efforts to eliminate them have consistently failed. In particular, inspirational motivation is so highly correlated with charisma that the two are not statistically differentiable. The rationale for the inspirational factor lies not in factor analysis, but in the existence of a separate literature.

Although the internal consistency reliabilities of the scales have generally been good, that has not always been the case for active management-by-exception, when an active-passive distinction is made. It appears to be difficult to write items that clearly identify this factor, and as a result, ambiguity intrudes into the factor.

Finally, Bass notes problems with the universality of the factor structure. Different studies with different samples, measured at different times, with somewhat different instruments have not always produced the same results. This has been a continuing source of difficulty because the basic theory is predicated to a large extent on factor analytic findings. Avolio, Bass, and Jung (1999) have attempted to cope with this issue by extracting an optimal structure from fourteen samples where the same MLQ version was used in all instances. The best fit involved six primary factors—charisma, intellectual stimulation, individualized consideration, contingent reward, management-by-exception-active, and passive-avoidant. The first four of these are highly and positively intercorrelated. The last two are positively correlated with each other and negatively correlated with the first four. In addition, three higher-order factors emerge—transformational, developmental exchange, and corrective avoidant. The former loads highest on charisma and the second on contingent reward, but both are correlated with each other; corrective avoidant loads highest on passive-avoidant and is negatively correlated with transformational.

This pattern is not entirely consistent with earlier theory, and to the extent it bundles the transformational factors with contingent reward, it appears to depart from theoretical expectations. Either the theory needs to be changed, or the measure, or the theory needs to explicitly divorce itself from the results of factor analysis. The authors do none of these; they simply call for further study. The three problems that Bass (1998) noted clearly remain.

Bass (2002a) has recently reported as well on the research dealing with different aspects of intelligence. He concludes that “the most extensive empirical evidence of correlations with transformational leadership rests with the traits of emotional intelligence, less so for social intelligence, and least with cognitive intelligence” (113). Yet qualifications should be entered. When cognitive intelligence is considered, measures of this kind do not distinguish at all between transformational leaders and leaders who do not match this criterion when both are working at the same level in hierarchic organizations; thus general intelligence does not really appear to be distinctive. Consistent with the social intelligence conclusions (Bass 2002a), a comprehensive analysis supports both agreeableness and extroversion (Judge and Bono 2000). Yet this same study did not conclude in favor of conscientiousness, self-esteem, or locus of control, all of which are said to be defined as within emotional intelligence (Bass 2002a). The problem in the latter instance may well be a function of the ambiguity that has often characterized the emotional intelligence construct. I should add that this comprehensive study did not yield very strong correlations with transformational leadership using any of its personality variables.
Finally, a study emanating from Binghamton concludes that, as hypothesized, “Leaders perceived by followers and/or peers as more transformational, produced vision statements that were rated as stronger in terms of optimism and confidence content” (Berson, Shamir, Avolio, and Popper 2001, 67).

**Outcome Relationships as Viewed from Binghamton**

Next we need to consider the data presented by Bass and his colleagues as they relate to the three corollaries (Bass 1997), and to the matter of outcome relationships generally. With regard to the hierarchy of relationships between MLQ variables and effectiveness, effort, and/or satisfaction (also measured in the MLQ), Bass and Avolio (1993) present evidence that strongly supports the theory. Correlations in the 0.60 to 0.80 range are reported for the transformational factors, with charisma producing the highest; in the 0.40 to 0.60 range for contingent reward; in the –0.30 to 0.30 range for management-by-exception; and in the –0.30 to –0.60 range for laissez-faire leadership. Actual median correlations from seventeen studies are 0.71 for charisma, 0.65 for inspirational motivation, 0.54 for intellectual stimulation, 0.55 for individualized consideration; then moving to transactional factors, 0.35 for contingent reward, 0.07 for management-by-exception, and –0.41 for laissez-faire.

These results appear striking, but they are confounded to an uncertain degree by common method variance. Bass (1997) says the results are similar when independent outcome criteria are used, although the differentiation is less. Yet the early studies produced mixed results in this regard. A study in which criterion data were separated from MLQ scores by having different subordinates provide each, produced validities in the 0.22 to 0.34 range for charisma and from 0.18 to 0.35 for individualized consideration. Intellectual stimulation did not yield significant correlations (Seltzer and Bass 1990). In another instance (Howell and Avolio 1993), management-by-objectives performance was used as a criterion with the result that common method bias was minimized, and the transformational factors produced validities in the 0.26 to 0.36 range. This study is unusual in that predictive validity (over a one-year period) was involved.

These studies in the 1990s provide evidence for the add-on or augmentation effect, thus supporting corollary two, but not with all criteria. A problem here is that when independent criteria are used, the transactional correlations with criteria may decrease, so that they are not significantly different from zero, or may even be negative. As a result, the “augmentation” is at best merely a consequence of the significant transformational findings; there is no positive transactional result to add on to.

Corollary three says that the positive results indicated for corollary one and two may be generalized internationally. Considerable data to support this conclusion are provided (Bass 1997), but they are based primarily on studies that do not use a separate outcome measure. Some differences between cultures on MLQ factors are noted as well. However, a recent study in which U.S. and Asian university students were compared suggests caution; the authors conclude “the effects of transformational and transactional leadership may not always generalize across Caucasian and Asian followers” (Jung and Avolio 1999, 217).

Bass (1997) notes certain other findings that depart from theoretical expectations. Organic and mechanistic organizations have not always been found to differ in the proportion of leaders of different types found within them. Inspirational motivation and satisfaction are usually highly correlated, but in one professional organization this figure was actually negative in direction. The tendency for intellectual stimulation to operate in unexpected ways, which has been noted previously, was compounded in a study of stress relationships...
that indicated that when other factors were held constant, stress and burnout increased under this type of leadership; charisma and individualistic consideration yielded the expected decrease in stress (Bass 1998). There is some suggestion in these findings that professional and intellectual leadership may not operate in a manner entirely consistent with transformational theory.

An additional study from Binghamton that bears mentioning dealt with the theory as it relates to multiple levels of analysis (Yammarino, Spangler, and Dubinsky 1998). The data for the sales personnel studied did not support theoretical expectations well. Transformational leadership was unrelated to actual sales figures, although it did relate to affective outcome and rated performance variables. Analyses, which considered data for the group level and below but not for the organizational level, indicated that the relationships held only at the individual level and were unaffected by dyad and group membership. Furthermore, transformational and contingent reward leadership operated similarly, suggesting that the two may not be as different as the theory presupposes. These data appear to be free of same-source biases.

A recent study of U.S. Army platoons under simulated combat conditions serves to confirm the relation of both transformational and transactional leadership to independently established performance levels (Bass, Avolio, Jung, and Berson 2003). Thus same source bias was not an issue, but at the same time correlations tended to be low, though consistently significant. The augmentation effect was not in evidence initially, but it did appear under specific circumstances. Overall, this research adds evidence of the theory’s validity, while providing reason to believe that its effects are modest when common source bias is removed.

The Meta-Analyses

The major meta-analytic study evaluating transformational theory utilized a large number of unpublished sources as well as those we have been considering (Lowe, Kroeck, and Sivasubramaniam 1996). Intercorrelations among the three transformational measures ranged from 0.68 to 0.85 and the management-by-exception measure correlated from 0.05 to 0.10 with these three, but contingent reward was much more highly correlated with the transformational measures (0.63 to 0.70) than with management-by-exception (0.21). Internal consistency reliability was entirely adequate for all measures except management-by-exception (0.65).

The major findings are given in Table 19.1. These involve effectiveness outcomes only, but note the huge differences in validity coefficients when common method variance is removed. Yet charisma and individualized consideration remain significant even so; the other scales are not, including intellectual stimulation. The organizational measure values for transformational leadership are generally in line with the validities typically obtained in studies of predictors of managerial performance. There is no evidence of an extraordinary effect here. Also, contrary to the original hypothesis, transformational leadership is neither more prevalent nor more effective in higher management.

This meta-analysis has been replicated bringing the data up to 2002 and adding in some forty-nine studies (Dumdum, Lowe, and Avolio 2002). The results for the dimensions of transformational leadership are essentially the same. Management-by-exception tends to yield more negative correlations, and laissez-faire leadership produces distinctly negative values. Satisfaction as a criterion behaves much like effectiveness. Although there are other similar meta-analyses, all are of an earlier vintage and/or are less comprehensive in coverage.

A meta-analysis comparing male and female managers, however, does yield some interesting results (Eagly, Johannesen-Schmidt, and van Engen 2003). The findings indicate that women
consistently score higher than men on transformational leadership measures. On transactional measures the results are split, but men score higher than women on laissez-faire leadership, indicating a tendency toward less effective performance. With few exceptions, these results are significant, yet they are small, running at roughly 5 percent. Given that transformational managers tend toward participative leadership, and given the finding by Jago and Vroom (see Chapter 12) that women are more participative than men, this result might have been anticipated. Nevertheless, it may come as a shock to many.

**Research from Beyond Binghamton**

Although the great majority of the research on transformational theory has been conducted by Bass and his colleagues at SUNY–Binghamton, significant research has been conducted elsewhere as well; on occasion, however, these more distant studies do exhibit certain ties to the Binghamton group.

A particularly important finding derives from the Podsakoff, MacKenzie, and Bommer (1996) study of transformational leadership and substitutes for leadership discussed in Chapter 16. In this regard the authors say:

> [T]he results of the aggregate analysis indicate that because of the large proportion of the shared variance between the transformational leader behaviors and substitutes for leadership, it is essential to include the substitutes variables in any test of the effects of transformational leadership. (289–90)

> [T]hree reasons why the substitutes variables might be correlated with leader behaviors. First, . . . the relationships between the substitutes and leader behaviors might . . . be caused by other unrecognized factors. Second, . . . the substitutes may influence or constrain a leader’s behavior in some way. A final possibility . . . is that leaders can influence the substitutes variables. (295)

Thus it seems entirely possible that the failure to find a greater impact of transformational behaviors at higher levels is a consequence of the failure to incorporate substitutes for leadership in the research. Certainly top management has the greater influence over these variables. In any

Table 19.1

<table>
<thead>
<tr>
<th>Scale</th>
<th>Subordinate ratings</th>
<th>Organizational measures</th>
<th>Correlations differ</th>
</tr>
</thead>
<tbody>
<tr>
<td>Charisma</td>
<td>0.81&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.35&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Yes</td>
</tr>
<tr>
<td>Individualized</td>
<td>0.69&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.28&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Yes</td>
</tr>
<tr>
<td>Intellectual stimulation</td>
<td>0.68&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.26</td>
<td>Yes</td>
</tr>
<tr>
<td>Contingent reward</td>
<td>0.56&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.08</td>
<td>Yes</td>
</tr>
<tr>
<td>Management-by-exception</td>
<td>0.10</td>
<td>-0.04</td>
<td>Yes</td>
</tr>
</tbody>
</table>

*Source: Adapted from Lowe, Kroeck, and Sivasubramaniam (1996, 410).*

<sup>a</sup>Correlation is significantly different from 0.
event, the presence of contextual factors including substitutes in transformational leadership research has been a rather rare phenomenon.

The uncertainty over the factor structure of the MLQ has not been limited to the Binghamton group. Other studies have found various departures from theoretical expectations including a failure to differentiate within the transformational domain and the fact that the transactional contingent reward component emerges as closely aligned with the transformational components (see DenHartog, Van Muijen, and Koopman 1997; also Tejeda, Scandura, and Pillai 2001). These problems with the factor structure of the MLQ, the dominant instrument used to test transformational theory, have begun to produce a number of competing measures and some disparate results as well (e.g., see Alimo-Metcalfe and Alban-Metcalfe 2001; Parry 2002).

The question of the role of follower trust in transformational leadership has been a concern for some time, but it now is apparent that trust plays a positive mediating role between transformational leadership and organizational citizenship behaviors, which involve performances that go beyond expectations and role requirements (Podsakoff, MacKenzie, Moorman, and Fetter 1990; Pillai, Schriesheim, and Williams 1999). Transactional leadership does not relate to trust in this same way. Interestingly, however, in a predominantly professional context, intellectual stimulation related negatively to trust, but this effect was overridden by the positive impact of charisma and individualized consideration. These findings regarding trust offer the possibility of bridging the void between personalized and socialized charismatics. Quite possibly, in spite of the wide differences between the two types, the capacity to inspire trust in followers characterizes both and provides them with common ground.

The uncertainties that often seem to arise when transformational leadership is studied in a professional context are at least partially illuminated by a number of studies undertaken in the R&D environment (see Elkins and Keller 2003). Transformational leadership, including intellectual stimulation, is a good predictor of outcomes from research projects. These results appear to be independent of any same-source bias. Another similar finding is that charisma, inspirational motivation, and intellectual stimulation, but not individualized consideration, serve to differentiate emergent, informal leaders who take the role of product champions involving technological innovations from those who do not take this role (Howell and Higgins 1990). This tie between transformational leadership and innovative endeavor (Jung, Chow, and Wu 2003), as well as creativity (Shin and Zhou 2003) seems now to be well established.

**Transformational Training**

The most significant application of transformational theory that has appeared to date involves the training of leaders to become more transformational. Bass (1998) describes certain efforts along these lines.

One such approach involves individual counseling by organizational development practitioners or others, who feed back MLQ profile results, interpret them, and aid the target person in developing a set of priorities, plans, and goals. The counselor is consistently supportive in encouraging movement to a more active, transformational style. Limited evaluation data are reported, but the available evidence indicates that such a program can improve MLQ scores beyond any changes occurring in a control group. A book containing multiple cases has been published recently to aid in this type of development or in self-development (Avolio and Bass 2002).

Planning and goal setting of this kind may also be embedded in a formal training program. Such a program involves some simulations and exercises but focuses mostly on action learning to deal with on-the-job issues. The training emphasizes, in order of coverage:
1. increasing awareness of the leadership paradigm;
2. learning about alternatives that are conducive to improving oneself as well as one’s followers; and
3. adapting, adopting, and internalizing the new ways of thinking and acting (Bass 1998, 103).

The fourteen modules are spread over several days of both basic and advanced training with an interval of three months between to practice key skills.

Significant training effects on MLQ and outcome variables are reported from studies conducted to evaluate this type of training. The most striking change was a substantial reduction in management-by-exception behavior. Increases in inspirational motivation and intellectual stimulation were also evident, thus supporting the transformational objective. In general, those transformational variables that were the specific focus of a participant’s leadership development plan were the ones most likely to rise from pretest to posttest.

In addition to the evaluation research reported in Bass (1998), several other studies bear mention. These utilized variants of the standard training, but they appear to be sufficiently similar to justify attention here. Spreitzer and Quinn (1996) report an extensive application within the Ford Motor Company that was successful in stimulating meaningful transformational change efforts on the part of slightly less than half of the participants. These change behaviors, though self-reported, do not appear to have been a function of social desirability factors and are described as being dramatic. Yet no ties between training effects and promotion rates subsequently could be established.

A second study involved a more abbreviated training effort, but it did utilize a control group (Barling, Weber, and Kelloway 1996). The results indicated substantial improvements in transformational leadership, especially in intellectual stimulation, which was the major focus of the training. There was also evidence of an impact on financial outcomes. Common source bias does not appear to have operated anywhere within this study.

A major research effort in Israel contrasted effects of transformational leadership training with “eclectic” training by comparing follower reactions down through a military hierarchy (Dvir, Eden, Avolio, and Shamir 2002). The training produced changes in the direct followers (noncommissioned officers) of the focal transformationally trained leaders (officers) with the result that the performance of their followers (recruits) improved significantly over the controls. This was a highly stressful context, and one of the primary effects of training in transformational behaviors was to ameliorate the impact of this stress.

Overall, the research appears to have been sufficient in quantity and scientific controls to justify a conclusion that transformational leadership training can achieve the intended results; the changes appear to be based on actual increases in leader uses of transformational behaviors. Furthermore, the number of such training efforts noted in the literature appears to be on the increase (e.g., see Ayman, Adams, Fisher, and Hartman 2003).

Explaining How Transformational Leadership Works

Bass (1998) indicates that little research has been done to explicate exactly how transformational leadership works. He does note, however, the research on trust by Podsakoff, MacKenzie, Moorman, and Fetter (1990) and the theoretical contributions of Shamir, House, and Arthur (1993) dealing with follower self-concepts, as well as Howell and Frost’s (1989) finding that charismatic leaders are able to maintain productivity in the face of sizable obstacles. In a prior article, Bass (1995) lists these same publications as offering promising insights, but in that in-
stance he does make some reference to the Maslow hierarchy that he initially (Bass 1985) invokes to explain how transformational leadership works.

These indications by the theory’s author that a need exists for more research on the processes of transformational leadership have elicited considerable subsequent response. A number of different motivational processes have been proposed as acting to propel transformational behavior, and several have been shown to actually operate. Thus a study of high school students found that those students who behaved as transformational leaders perceived their fathers as acting in the same manner toward them (Zacharatos, Barling, and Kelloway 2000); a desire to emulate the father seemed to be characteristic. In another instance, an association was found between transformational leadership and moral reasoning, suggesting that the leadership behavior may be motivated by a desire for morality (Turner, Barling, Epitropaki, Butcher, and Milner 2002).

Also operative may be an enhanced level of intrinsic work motivation in followers. Research indicates that those who are followers of transformational leaders experience a greater sense of meaningfulness and personal engagement in their work; they see it as more fulfilling, enjoyable, and important (Bono and Judge 2003). Followers may experience both dependence and empowerment as a consequence of exposure to transformational leadership (Kark, Shamir, and Chen 2003). Dependence seems to result from a personal identification with the leader, and empowerment is associated with a social identification with a work group composed of followers subject to transformational leadership. In both instances the particular kind of leadership style involved appears to prime aspects of the self (relational and collective, respectively). Thus, followers who seek dependence and/or empowerment may be drawn to transformational leaders.

These findings would seem to provide much by way of building blocks to explain why and how transformational leadership works. Yet alternative positions need to be considered. One such departure from current thinking is this:

Transformational leadership clearly represents a combination of the recognition-based and inferential modes of leadership perception. . . . Many researchers describe transformational leaders as conforming to the notions of followers—recognition-based processes. It is also clear that transformational leadership involves the perception by followers that leaders have an agenda for producing favorable performance outcomes—inferential processes. Critical evaluation of the construct should ask whether transformational leadership is anything more than categorizing someone as an effective leader. . . . We would caution researchers interested in the topic to keep in mind the lessons learned from prior research on questionnaires and leadership perception. Like other “behavioral” measures, transformational leadership scales may tell us as much about how leaders are integrated with subordinates’ implicit theories as they do about the actual behaviors of transformational leaders. (Lord and Maher 1991, 290)

A position of a similar nature is advocated by Meindl (1990, 1995) under the romance of leadership label. This view holds that people, including followers, often attribute more to leadership-as-cause than is warranted. When organizations are transformed, people tend to search for and to find a great leader to explain what has happened. Leadership is emphasized more when productivity changes occur, and there is a disproportionate tendency to explain extreme and unexpected changes as leadership effects. Biases of this kind are most likely in the emotion-laden situations that appear to provoke charismatic or transformational leadership. Romanticizing the leader in this way can be so extreme that charismatic leadership becomes nothing more than a set of follower attributions; it is highly contagious and is transmitted among followers
through their networks of interpersonal relationships (friendships) as indicated by Pastor, Meindl, and Mayo (2002).

These views have received support from research (e.g., see Chen and Meindl 1991). Furthermore, these findings are clearly antithetical to Bass’s theory and House’s too. If charismatic leadership is a mirage, it needs to be studied at the level of follower perceptions; much of current theory and research thus would seem to miss the point. From the evidence the romance of leadership is a real enough phenomenon on occasion. However, we do not know how often it occurs, and when it does, how much variance it accounts for. There is good evidence that leadership effects do occur (see Chapter 15) and that the romance of leadership may not always operate (Awamleh and Gardner 1999). Probably certain followers in certain states are more susceptible to romance of leadership effects. Meindl, and Lord also, have indeed unearthed important factors for the study of leadership, but not, on the current evidence, one that totally explains away the charismatic phenomenon; quite the contrary.

Strengths and Weaknesses

Antonakis and House (2002) endorse Bass’s transformational theory in its extended form and congratulate him on producing a major theoretical breakthrough. They feel, however, that research on the theory is weighted too heavily on the behavioral side and does not give enough attention to personality considerations in the leader; they call for research and theory along the lines of McClelland (see Chapter 4). This would allow transformational theory to be applied to selection decisions in a way that it currently is not, since followers are needed to define a leader as transformational. Judge and Bono (2000) in fact have suggested that three of the “big five” dimensions of personality might be applied to assist organizations in choosing transformational leaders, but I am not aware of any follow-up on this proposal.

Another of Antonakis and House’s (2002) suggestions is that more research be devoted to establishing that transformational leaders actually have the ability to transform organizations and followers. This is implicit in both the House and Bass theories and is relevant to the routinization of charisma issue, which has rarely been addressed in research to date. A study that does touch upon the matter of organizational transformation, however, serves to test the hypothesis that charismatic leadership can influence investors to buy stock in a company, and thus drive its stock value up (Flynn and Staw 2004). This was found to be true, the implication being that transformational leaders actually can bring about changes in a firm’s economic and social environment.

Bryman (1996), in discussing transformational theory, notes the impressive set of research findings and the very substantial impact on the study of leadership. Undoubtedly, the theory has done a great deal to revive the leadership area. Yet Bryman and others have bemoaned the limited attention to situational or contextual factors within the theory. There is some concern with the effects of crises, uncertainty, follower stress and the like, largely because Weber indicated similar concerns, but beyond that there is much more in the research findings than in the theoretical formulations.

The issue can be epitomized by considering the finding noted previously that female managers are more transformational than men. Yet studies of world leaders consistently identify more males, and more male charismatics. For instance, in the Bass, Avolio, and Goodheim (1987) study of “movers and shakers,” 87 percent of the nominees were men. When one narrows the data down to focus on those who score high (3.0 or more) on charisma, individualized consideration, and intellectual stimulation, the percentage of males is 82, 79, and 86, respectively. Most
people would attribute this differential to opportunity differences, or put differently, to lack of opportunity for females. But that is exactly the point—theory, and research, dealing with opportunity and its effects are totally lacking. What type of context nurtures transformational and charismatic leadership, and how does one get into that context?

The need to theorize about context has in fact been recognized, and indeed propositions regarding transformational leadership-maximizing conditions have been advanced. The following provide examples for consideration:

1. Organizations will be more receptive to transformational leadership during adaptation orientation than during efficiency orientation.
2. Organizations with dominant boundary-spanning units will be more receptive to transformational leadership than will organizations with dominant technical cores.
3. Both simple structure and adhocracy forms will be more receptive to transformational leadership than will the machine bureaucracy, professional bureaucracy, or divisional structure forms.
4. Organizations with a clan mode of governance will be more receptive to transformational leadership than will organizations with either market or bureaucratic modes of governance (Pawar and Eastman 1997, 92, 94–95, 97).

I am not advocating these particular propositions, only the need for some such formulations. Indeed, elsewhere I have advocated that transformational leadership may take entirely different forms in different organizational contexts (Miner 2002b). The behaviors exhibited may be very similar, but the motivational base may differ substantially. Most of the research has been conducted in hierarchic, bureaucratic organizations, consistent with the origins of the charisma concept in Weber’s theory of bureaucracy. As noted, transformational leadership in professional contexts does not always operate in quite the same manner, and it may differ as well in entrepreneurial (task) and group contexts (in the latter respect, see Peters and Williams 2002). The research to establish what type of personality is behind transformational behavior outside of bureaucracies simply does not exist, nor does the theory advance propositions in this regard.

The context issue is raised in a somewhat different manner by Porter and Bigley (2003). They note that if a firm encourages transformational leadership throughout the managerial ranks of the company, the change agenda of one such leader can well conflict with that of another, placing many followers in positions of role conflict and consequently demotivating them, rather than achieving the desired peak motivational levels. The person simply does not know whose agenda to follow. This becomes a major problem when transformational training is used widely within an organization.

The problem in this situation is that a construct originally proposed by Weber for application at the top levels of bureaucracies (where there is no room for alternative agendas) is now applied throughout the organization (where conflicting agendas are inevitable). This is the levels-of-analysis issue considered in the last chapter, and it represents an instance in that regard where organizational performance can in fact be damaged. A number of critics have noted the vulnerability of transformational leadership theory on this score (see Schriesheim 2003; Schriesheim, Castro, Zhou, and Yammarino 2001). The theory needs to be more specific as to its contextual domain and its reason for making choices in this regard.

On a different topic, Yukl (1999) presents an excellent critique of transformational theory, and in doing so emphasizes his concern about basing the theory on a factor analytically derived structure, which can change as a function of many considerations including the particular item input to a given
factor analysis. This situation means that the constructs and the relations among them can change also, and theoretical constructs are not supposed to change except in some predetermined manner specified by a theory. Thus there are definite construct validity problems. This is particularly true of the transactional factors that do not appear to possess a common rationale. As a result, under certain research conditions, contingent reward tends to drift into the domain of transformational leadership, and the relationship indicated by the key augmentation hypothesis loses any clear meaning.

There are numerous aspects of the theory that simply have not been tested, including the propositions Bass added to House’s initial theory of charisma. Also, although the theory is strong on the positive aspects of transformational leadership, it is weak on the detrimental or negative aspects. Socially acceptable behaviors are emphasized, and manipulative behaviors such as intimidation are ignored. Bass has recognized this problem recently and has introduced the concept of pseudotransformational leadership.

This shift, however, carries with it its own set of problems. Chief among these is the fact that existing measures do not deal with pseudotransformational behaviors, and operationalizations of the construct do not exist. Thus, what has been one of the major strengths of transformational theory is lost in this particular instance. The kinds of behaviors that would appear to need measuring are:

- manipulative behaviors that increase follower perceptions of leader expertise and dependence on the leader . . . misinterpreting events or inciting incidents to create the appearance of a crisis; exaggerating the leader’s positive achievements and taking unwarranted credit for achievements . . . covering up mistakes and failures . . . limiting member access to information about operations and performance . . . limiting communication of criticism or dissent; [and] indoctrinating new members. (Yukl 1999, 296)

Bass (1998) says that pseudotransformationals can be charismatic, inspirational, intellectually stimulating, and individually considerate much like authentic transformationals, but that they use these behaviors in their own self-interest, not for the benefit of others. That seems to compound the measurement problem. Yet measures of personalized and socialized power do exist, and these may provide entrée to the problem.

Conceptually, however, there is the issue of whether self-interest is sufficient to differentiate the two types. Overdetermination may well operate so that a transformational leader acts out of multiple motives, some of which are self-oriented and some of which are not. People can serve their own interests and still produce products that benefit the common good (as in the case of capitalism). My point is that hinging the pseudo-authentic differentiation on self-interest alone seems unlikely to work. Yet understanding the dark side of transformational leadership is important, and that Bass has raised this issue, even if he has not solved it, is a significant contribution.

In spite of his numerous criticisms and his belief that further refinement of transformational theory is needed, Yukl (2002) concludes that overall the empirical research on the theory is supportive. In the application area, Gist and McDonald-Mann (2000) indicate that transformational training has been found to yield promising results, and they encourage the use of the approach in management development programs while at the same time indicating the need for further research on the subject.

Comparing the Theories

Both charismatic (Chapter 18) and transformational (this chapter) theory have considerable research support, even though both have sizable untested gaps and some instances where aspects
of the theories have not been confirmed by the research. To some degree the confirmatory stud-
ies apply to both theories, although investigations are typically initiated to focus on one theory
or the other. This implies overlap between the theories. Such overlap has clearly existed from the
beginning, and both House and Bass have made efforts to integrate the theories further.

Such attempts to achieve integration have not been successful; nor do either charismatic
type or transformational theory match up very well with Weber—both lack the emphasis on
divine attributions and the definition of charisma as rare in scope, for instance, although House
appears closer to Weber as regards the latter than Bass. As currently specified, the theories are
obviously different, even though each has responded to the research evidence by moving closer
to the other.

The question that remains is if these two somewhat different theories are nevertheless wres-
tling with the same constructs. Yukl (1999) believes they are not. He raises a question as to
whether or not charismatic and transformational leadership can occur at the same time in the
same person and whether or not this is common or uncommon, stable or unstable. He believes
that any such simultaneous occurrence will inevitably be uncommon and unstable.

Unfortunately, the data to answer Yukl’s questions are not presently available. It seems
unlikely that research of this kind can be conducted effectively until the theories deal more
completely with the various aspects of the dark side of charisma, and measure them too, and
until the routinization phenomenon is mapped into the theories. In any event, whether the
constructs involved are the same, or partially overlapping, or completely separate is not an-
swerable on either theoretical or data-based grounds right now. This is part of an agenda for
the future.

Finally, there is a need to scale down the rhetoric regarding these theories. They are not
supertheories, with superexplanatory powers, modeled after their charismatic subject mat-
ter. The correlations and dependent variable relationships are commendable, but after bi-
ases are removed, much the same as those reported for other good theories in this volume.
There is no evidence so far that would warrant a claim for extraordinary accomplishments
for either theory.

CONCLUSIONS

Going back to the ratings, transformational leadership theory is evaluated as the most important
of the theories considered in Part III with a value of 5.06, the only leadership theory to attain 5
stars. The theory is also one of the most widely researched and discussed. As to estimated valid-
ity, the theory’s 4 star status reflects the fact that a large proportion of this research is supportive.
But, as noted, gaps exist in both the research and the theorizing. In particular, many context
issues remain to be considered, and although Bass has succeeded in sparking research to explain
how transformational leadership works, we still do not have a full answer, and the theory itself
has been mute on the issue since the ill-fated effort to mobilize Maslow’s need hierarchy theory
in this regard (see Miner 2002a).

Transformational training has proven a valuable asset in management development, and it
serves to justify the 4 star rating on estimated usefulness. However, longitudinal research over a
considerable period of time is still needed to determine exactly what happens when a large
number of transformationals are set loose in an organization at the same time. Also, it would be
very helpful to be able to identify in advance individuals who are particularly likely to mobilize
transformational behaviors. The lack of applications to bring to bear on selection decisions rep-
resents a real limitation.
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